Sumit Basu

Homework 7:
Use PCA to classify the 6 images.

We took 2 sub images from each of the images and applied Principal Component Analysis on the 12 images. The 12 eigen values were as follows:

Eigen values:

	5.6087
	4.7328
	4.3171
	4.0810
	3.2626
	2.6026
	2.2850
	2.2078
	2.0811
	2.0308
	1.0399
	0.8685


We saved the 12 images from the Principal Components. 

· The 1st & 3rd PC sub image were similar to image 1.

· The 2nd and 4th looks similar to image 5.

·  Principal Component sub image 5th & 6th appears to be closer to image 3 and 6. 

· 7th, 8th & 9th looks closer to image 2, 3 & 6 together. 

· The other PC sub images do not seem close to any of the individual images.

We tried to reduce dimensionality and compare the Mean Squared Errors when we used less # of principal components. The results were as follows:

	# Of Eigen vectors used
	11
	10
	9
	8
	7

	Mean Squared Error
	868.4829
	1.9083e+003
	3.9392e+003
	6.0203e+003
	8.2281e+003


· It seemed like there was a gradual decrease in the Eigen values, no sudden change. 

· Hence the increase in Mean Squared error is also gradual. 

· First 10 Eigen vectors give a good approximation with reasonable Mean Squared Error.

We then looked at the covariance matrix of the 12 sub images and also at the covariance matrix of the 6 original images. The results were as follows:

Covariance Matrix of 12 sub images: 1.0e+003 *
	5.5105
	0.2113
	0.0388
	0.0781
	0.0076
	-0.019
	0.0654
	0.0151
	0.2676
	-0.0132
	-0.0203
	0.0344

	0.2113
	4.2725
	0.0896
	0.1588
	-0.0534
	0.1971
	0.0295
	0.0241
	0.1359
	0.0579
	-0.0001
	0.0264

	0.0388
	0.0896
	2.2835
	0.0713
	0.0354
	-0.0261
	-0.0185
	-0.022
	0.0336
	-0.1093
	-0.0786
	0.0046

	0.0781
	0.1588
	0.0713
	2.1343
	-0.0812
	0.0942
	-0.0239
	-0.131
	0.0181
	0.0163
	-0.158
	0.152

	0.0076
	-0.0534
	0.0354
	-0.0812
	2.2334
	-0.1502
	-0.0375
	0.0396
	-0.0364
	-0.0747
	0.073
	-0.0812

	-0.019
	0.1971
	-0.0261
	0.0942
	-0.1502
	2.9471
	0.0588
	-0.201
	-0.0364
	0.0093
	-0.1409
	0.2655

	0.0654
	0.0295
	-0.0185
	-0.0239
	-0.0375
	0.0588
	1.0434
	0.0127
	0.0154
	0.0141
	-0.0044
	0.0117

	0.0151
	0.0241
	-0.022
	-0.131
	0.0396
	-0.201
	0.0127
	0.958
	-0.0071
	0.0851
	0.2368
	-0.2736

	0.2676
	0.1359
	0.0336
	0.0181
	-0.0364
	-0.0364
	0.0154
	-0.0071
	4.1364
	-0.0754
	0.229
	0.0603

	-0.0132
	0.0579
	-0.1093
	0.0163
	-0.0747
	0.0093
	0.0141
	0.0851
	-0.0754
	4.7035
	0.1379
	0.0028

	-0.0203
	-0.0001
	-0.0786
	-0.158
	0.073
	-0.1409
	-0.0044
	0.2368
	0.229
	0.1379
	2.3978
	-0.3066

	0.0344
	0.0264
	0.0046
	0.152
	-0.0812
	0.2655
	0.0117
	-0.2736
	0.0603
	0.0028
	-0.3066
	2.4975


Covariance Matrix of 6 images: 1.0e+003 *
	4.8433
	0.2191
	0.0875
	0.0327
	0.1014
	-0.0059

	0.2191
	2.2837
	0.0666
	-0.1248
	0.0562
	0.0643

	0.0875
	0.0666
	2.6804
	-0.0633
	0.0187
	0.1426

	0.0327
	-0.1248
	-0.0633
	1.1212
	0.0295
	-0.1443

	0.1014
	0.0562
	0.0187
	0.0295
	4.4225
	0.0414

	-0.0059
	0.0643
	0.1426
	-0.1443
	0.0414
	2.3989


· In the sub image covariance matrix, as expected, the images have similar variances and higher covariance in consecutive pairs because 1,2 were from same image etc.

· We observe that image 1 & 5 have higher variances; image 2, 3 & 6 have similar variances. This is in accordance to what we saw in the PCA sub images. Image 1 is closer to PC 1 & 3; image 5 is closer to PC 2 & 4. PC 5, 6, 7, 8 & 9 were closer to image 2, 3 & 6. Hence PCA helped compare the textures of the 6 images.

