Report for Homework 7

By Guoqiang Shan

1. As the figure below, divide each picture into 9 parts, and then choose 3 of them for each. 
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There will total up 18 sample pictures. Each is 64*64 pixels. Use vector Xi to represent each picture. The length of Xi is 4096. X is a matrix of 4096*18, each column of which represents a sample picture. 

2. Let m is the mean picture, A = X – m. Find the eigenvectors E of A’ * A / 4096, then the eigenvector U of A * A’ is A*E. Thus, U is the projection matrix.

3. Let C = U’ * A. C is the points in the new coordinate. I don’t think C should be normalized before further analysis, because as the vectors in the coordinate of PCA, the values have implicitly expressed the importance of the different coordinates. The normalization will eliminate the importance, so it is not necessary. 

4. Let us calculate the distance between the vectors in C. The distance matrix is d. 

(Call [C,d] = pcavp1(3, 18) to obtain the above result. The result matrix C and d are shown in matrix.xls.)

5. Try to use K-mean to classify the 18 samples pictures into 2 groups. Number the pictures as follows: 1,2 and 3 are the top row from left to right, 4, 5 and 6 are the bottom row from left to right. Name x.y as the yth sub-picture in the xth picture. 

6. Conclusion: The clustering result is not unique. We have 2 groups: (1.1, 1.2, 2.1, 2.2, 5.1, 5.2, 5.3, 6.1, 6.3) and (1.3, 2.3, 3.1, 3.2, 3.3, 4.1, 4.2, 4.3, 6.2).

(Call [v, index] = kmean(C, 2) to obtain the result)

Notes: Cov(A) = A*A’/n? 

It depends. The condition is A has subtracted the mean from X, that is, the summation of each row is 0. But Cov(A’) does not equal to A’*A/4096, because the summation of each column is not 0. 

7. To show the result of reducing the dimension, look at “dim-result.xls”. Conclusion: When we classify the result into 2 groups, lower dimension is enough. Only when the dimension decreases from 16 to 15, picture 1.3 enters group 1. In particular, we can see the last row in “dim-result”, which means using only 1 dimension, that is, just one value representing a sample image. If we use 0 as the delimiter, same result is obtained as when all the dimensions are considered.

