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The PCA was performed in the following manner:

1.By taking 12 images two of each of the images as sub-images (128x128 pixels), with twelve principal components.

2. By taking 12 images two of each of the images as sub-images (128x128 pixels), with five principal components.

3. By taking 12 images two of each of the images as sub-images (128x128 pixels), with six principal components.

The 12 original images 
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First we organize the elements of the 12 images in a stack of size 128 X 128X 12 and then we organize the stack into array X. And then we obtain the principal components by using the function princomp(X,q).

When q =12,the principal component images obtained were 
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A significant portion of the contrast is contained in the first 4 images (first and second pairs of principal component images), and it decreases from there. This can be explained by looking at the Eigen values .The Eigen values that were obtained were :

 5.9147 5.1566 4.3027 4213.7 3.6846 2.8388 2.5820 2.3996 2.3292 2.0877 1.5015   1.2224

The first 4 Eigen values are quite large in comparison with the others. As Eigen values are variances of the elements and variance is a measure of contrast, the images corresponding to the dominant Eigen values exhibit higher contrast. Also variances of different textures which have similar values distort the principal component images because they introduce a different combination of textures.

The PCA was then performed for different values of q 

When q = 10, the reconstructed images were 
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As we can see, they are almost similar to our original images except for the second image and the mean squared error incurred was also low 2.7239e+003. 

When q = 6, the reconstructed images are:
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We see that when six principal components are taken reconstructed images 1 & 2, 5 & 6 look very similar. From the reconstructed images it is seen that PCA tends to group images 1&2 and 5 & 6.

With five principal components, a similar set of reconstructed images was obtained similar to when six principal components were taken.

Conclusion:

The PCA was thus performed using different values of q.

There wasn’t much difference in the reconstruction of images when the number of principal components was equal to 5 and 6. Both tend to group images

1 & 2 and 5 & 6 together and images 3 and 4 each fall into different groups in a way helping us to classify the images. 

