Image Segmenatation by Clustering in Color  Space

By: Anisa Chaudhary

Masters In Computer and Information Science

AIM: 

This project aims at Segmenting an image Using Clustering Technique , which segments an image by grouping each element based on some measure of similarity.

Clustering is used to group the elements in feature space into clusters then these clusters are mapped back to the Original spatial domain to produce a segmented image. This project aims at using the Clustering Technique in Color Space(RGB).

TECHNIQUE  USED: 

I would proceed with my Project in the following manner:

I.    I would use the algorithm provided by Dr. Latecki  on various images and compare all the segmented images and would find the kinds of images that it works best for.

II.   I would use  the algorithm given by Dr. Latecki and compare this algorithm with few other algorithm used for clustering segmentation using the same images used in the initial algorithm.

III.   After using all the algorithm I would compare all the images and all the algorithm and find which works best for what.

After all the algorithms are implemented properly with the desired result,  I would  

create an interactive and user friendly software in a GUI  using Matlab so that the user can select any image and algorithm that I have used and segment the image. 

The user can select the best algorithm for a particular image according to his own requirement.

FURTHER  RESEARCH:

A little research is still to be made on the various algorithms that I would choose for the clustering other than one given by Dr. Latecki. 



Tracking of Objects using Particle Filter

· Jogen Shah

· Nandini Easwar
Aim:   Analyzing the Particle Filter as a means of state transition to achieve object                                              tracking.

Abstract:  Visual tracking of moving objects from a moving camera in the presence of background clutter is now an active area of research in computer vision. Recently particle filters have shown to be very suitable to perform real-time tracking in cluttered environments. Our project emphasizes the use of such filters to track objects in video.

Particle Filter: Particle Filters use multiple discrete “particles” (samples) to represent the distribution over the location of a tracked target.  Every object is tracked using multiple particles. Particles have a set of parameters that are used to define the state of our moving target in a noisy background.

Given N particles (samples) at a time t-1, approximately distributed according to the posterior distribution, particle filters enable us to compute N particles at time t.

The basic particle filter algorithm has two steps:

Sequential Sampling Step:  Based on the prior state transition values for a particular target, we calculate the current transition. Once each particle has been sampled, we evaluate their weights. 

Selection Step:  The particles are selected according to their weights. This operation results in the same number of particles, but very likely particles are duplicated while unlikely ones are dropped. This selection step is what allows us to track moving targets distribution efficiently.

Implementation:  The algorithm will be implemented using Matlab. 

Our approach to this project is two-fold. First step is analogous to a bottom-up approach, wherein we start with the estimated states of a moving object and understand the techniques involved in tracking. The second step is to start with a sample video and applying our interpreted methods from step one, to certain parameters and finally tracking the object. 

Each of the objects is represented by a state. This makes the particle filter a state-estimation problem. Our idea is to solve the problem of states, where we have the parameters representing each state and use these to predict the new state, where the object is likely to transition into.

Object Tracking  Using Particle Filters

                                                                                                    - Karthika Akkinepally

Aim: To detect moving objects in a video implementing Particle filters. 

Description: Object motion tracking and analysis has received a significant amount of attention in the computer vision research community in the past decade. This has been motivated mainly by the desire of understanding the intelligence of humans and implementing the same technique using computers, so that there will be less human interactions. This Project mainly deals with implementing Video surveillance, in which most of the work is done by the computers with minimum human involvement. 

We take each frame in a video and first detect a moving object. The frame is represented in terms of a binary matrix where 1’s represent a moving object. Each object is divided into blocks and N number of particles is initialized for each blocks. And the following algorithm is implemented: 

Sequential Importance sampling step:

For i=1,….,N, sample from the transition priors 

Z(t)(pred) ~ P(z(t) | z(t-1)

X(t)(pred) ~ P(dx(t)|x(t-1),z(t)

And set (x():t)(pred),z(0:t)(pred)) = (x(t)(pred),z(t)(pred),x(0:t-1),z(0:t-1)

For i=1,...,N, evaluate and normalize the importance weights

 W(t) ~ p(y(t) |x(t)(pred),z(t)(pred)

Selection Step:

Multiply / Discard Particles { x(0:t)(pred),z(0:t)(pred)} i=1..N with respect to importance weights w(t) to obtain N particles { x(0:t),z(0:t)} i=1..N

The particle filter technique is a promising method for object tracking because it avoids complex analytical computations. Based on the Monte-Carlo simulation, particle filter provides a suitable framework for state estimation in a nonlinear, non-Gaussian system.

However particle filter requires an impractically large number of particles to sample the high dimensional state space effectively; otherwise, it is easy to lose track and difficult to recover tracking failure because of sample depletion in the state space. In addition, particle filter requires an accurate model initialization. 

Step one will address the following issues:

1. Analysis of Particle filter as a State estimation problem. i.e. to understand its basic functionality.

2. Identification of the definition of the state for each moving object. By this we mean, establishing the parameters that represent every state. These parameters are used to predict the next state using posterior distribution.

Step two will address the following issues:

1. We apply the state-estimation algorithm on a sample data, consisting of a single colored moving pixel in a noisy background. The parameter that we can use to represent the moving pixel is the color of that pixel. Thus by a simple evaluation of the color of the pixels, we should be able to track the moving pixel.

Estimated Submission Date: 12/08/2003

Polyline tracking using multi-dimensional particle filters

Benjamin GARRETT

Objectives

· The explore the use of particle filters in object tracking, with specific emphasis on tracking polylines acquired through robotic scanning vision.

· Implement a Matlab application that performs polyline tracking using particle filters for some simplified and artificial data sets.

· Observe the results of several different particle filter algorithms (notably the Rao-Blackwellised Particle Filter).

· Gain understanding regarding the possibility of using this technique for naturally acquired polylines coming from actual robotic scans.
Abstract

Particle filters are a powerful statistical technique used for making predications about the state of (possibly non-linear) systems having unknown probability density functions (pdf), and they can be used for tracking the movement of visually represented objects over time. Since the assumption of the underlying distribution being Gaussian is dropped in such systems, the algorithms used are more complex than Kalman filters (which do assume a Gaussian system). However, these techniques are also more powerful and are being explored in the context of tracking visual objects in noisy, non-linear environments.

Project Proposal

First, some animated visualizations of the robotic scan data will be created with the intention of viewing the basic behavior of the scan lines from one scan to the next. This information will be used to create several trivial and simplified data sets, upon which the particle filter algorithms will produce predictable results. 

Second, the performance of the algorithms will be measured for various sets of polylines and attempts will be made to modify or preprocess the data before applying the algorithms. In particular, the choice of how many and which dimensions to use as choices for the particles to be analyzed will be explored, with possible choices being the Hausdorff distance between two polylines, their orientation, the displacement of their geometric centroids.

Third, an attempt will be made to apply naturally acquired data sets (i.e. those coming directly from robotic scans) to the algorithms above, in order to assess the viability of this technique to the general case of polyline tracking in heterogeneous environments.

CIS 601 Project Proposal

Jing Qin

Project Topic


Object recognition using texture

Introduction

Texture

· Consist of “stylised” sub-elements

· Repeated in “meaningful” way

Texture representation

· Sub-element representation
· Statistics of sub-elements
Texture recognition(extraction)

· Statistics method for sub-element mining, different scales

· “Statistics FP (frequent pattern)”

· “Meaningfulness” based on frequent pattern mining based on sub-element
· Texture mining 

· Texture matching

Texture based clustering

Addition to color space clustering, we use texture information as extra dimension for Image Clustering

Texture based Object recognition

Objects are identified not just by its colors, but also with extra weighted textures information.


Further


Light sources discovery


Texture recognition based on light source information

Methodology

Step 1

Study texture representation algorithm

Find representations of several specified textures (face, timbers…)

Step 2

Study and develop an algorithm for texture matching based on selected texture representation algorithm
Step 3

Use texture-matching results in image clustering procedure
Step 4

Use texture-matching result to study specific object recognition algorithms *

Step 5

Study texture mining and relative algorithms *

* depends on the progress of previous steps and available time.

Project Proposal

Ajay Kumar Yadav

CIS 601: Image Processing

Objective: To detect the contour of an object in any given image (gray scale or color).

Description: The contour of a known prototype object can be used to detect and identify the similar object in any given images. The two main steps to achieve this objective are: edge detection and segmentation of an image. Edge detection is considered as the fundamental operation in image processing and computer vision. One of the common problems in this approach is distinction between contours of the object and edges originating from the textured region. The stated concept can be implemented for many applications such as biomedical analysis, remote sensing, oceanography etc. This project can also be enhanced to identify the size and texture of a target object.

  The first step in this endeavor would be segmentation of different objects from its background, present in the given figure. Segmentation of an image allows drawing boundary among the multiple objects or between the background of an image and the object. To perform the segmentation, different threshold values can be set either by generating a histogram or by executing other clustering function available in the Matlab. After the segmentation next step would be the edge detection and drawing a polygon using those edges. In order to complete this project successfully, I propose certain tasks, which are mentioned below:

1. Developing an algorithm, which will find the different threshold value depending upon the image? It will also represent the objects in different segments separating it from the background.

2. Next objective would be finding the edges of the segmented image. This will help to differentiate and identify the different objects present in an image.

3. Drawing a polygonal for the contour mapping.

4. Finally, using these primitives for the image matching.

Term project:








Tony Tsang

Completion Date: I plan to complete this project by 12/8/2003

Topic: Object Tracking and Optical Flow

As of today, most of the image object tracking researches are mainly security camera related, which means that the usual setup generally involves with stationary or static camera and moving object or objects.  But in many real world situations, it is just the opposite: It involves with stationary or static object or objects and moving camera.  Also, in many other instances both object or objects and camera are considered moving objects, and, in addition, there are also many instances that are involved in combination of all of above.

In this project, I would like to explore stationary object and moving video camera scenario.  One real world example I can think of is tracking a stationary advertising display while the camera is moving.  The reason for that is if I can track the stationary object while the camera is moving and find the size and shape of the ad, I can literally replace the ad with other brand name without ever re-doing the whole video again or even a full feature movie.  This could be a way for advertising people or others to cut cost on video production, simply replacing the Ad in real time.  

Following are the general planned steps on how to proceed with the project:

1) Segment the front object from background

2) Calculate geometric projection between two adjacent frames

3) Do template matching or calculate optical flowing between two frames

4) Get object size using geometric distortion

5) Fill front object with new image

6) Display the movie

The above steps are only preliminary; they can be changed as the project progresses.

CIS 601 Final Project Proposal

Student: Yijian Yang

Project Topic

Image segmentation by clustering in the color space

1. Introduction

· What is image segmentation

Image segmentation is a process of separation of the individual objects in the perception of the scene. 

· Why it is important

Being the first step in image analysis and pattern recognition, it is a critical and essential component of image analysis system, is one of the most difficult tasks in image processing, and determines the quality of the final result of analysis.

· What is clustering

Clustering is the search for distinct groups in the feature space. There are mainly two types of clustering techniques based on color. One is based on statistical model of the data distribution. The other is called classical clustering technique, which is used when the classification of data and detection of number of classes must be done without any prior knowledge of the data type and distribution.

2. Background

Image segmentation has already been studied for a long time. Currently widely used segmentation method can be categorized as: Histogram thresholding, Edge-based approaches, Region-based approaches, Hybrid.

3. Methodology

3.1 Search the unlabeled pixels in an image in order of current core pixel and current core region. The order is from the top left corner to the bottom down corner of the image.

3.2 If a core pixel p is found, a new cluster is created. Then, iteratively collect unlabeled pixels that are density-connected with p, and label these pixels with same cluster label.

3.3 If there are still existing core pixels in the image, goto 3.2

3.4 For the pixels that are not included in any clusters, merge them with the cluster that is adjacent to them and has the highest similarity in average color value with them.

3.5 Label each cluster found in the image as a segmentation region.

CS 601 Project Proposal

Motion detection

(By Yegan Qian)

Goal:

The goal of this project is to detect moving object from image sequences. This project will be focused on locating the moving object in a static background. The key work for this project is to get the background frame from video frames. Since a video sequence records the motion information of moving objects during a period of time, we will analyze the change of every pixel along the time axis, and select a suitable pixel value to restore the corresponding background pixel according its statistical information in all video sequence. Then we can locate the moving objects from any frames based on background frame.

Motivation: 

Because the world is dynamic, and motion information is one of the keys to many practical applications such as video retrievals, Robert navigation, intelligent traffic system etc. 

Approaches:

1. Preprocess:  Some suitable filter will be used to video frames to low negative effects of noise.

2. Background extraction:  

· Let I(x,y,i) be image sequence, x,y are the space coordinates, i is the order number of every frame in image sequence. IL (x,y,i) represents the luminence  intensity. We let PD be pixel difference in adjacent frames.

Let  diff  = | IL (x,y,i+1) - IL (x,y,i) |

If  diff  >= T  PD(x,y,i) = diff  else  PD = 0 , here T is a threshold used to low noise.

· For fixed pixel at (x,y) along time axis, PD(x,y,i) records the pixel value variation, we can select the longest part that PD(x,y,i) == 0, which starts from stth  frame to enth  frame. Let mid(x,y) = ( st(x,y) + en(x,y) )/2
· Backgroundframe(x,y) = I(x,y, mid(x,y) );
3. Location of moving object:  using the background restored, we can segment the approximate region of moving object.

Reference:

http://www.cis.temple.edu/~latecki/CIS601-03/lectures_fall03.htm

