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4.3 Least Squares Approximations

It often happens that Ax = b has no solution. The usual reason is: too many equations.
The matrix has more rows than columns. There are more equations than unknowns
(m is greater than n). The n columns span asmall part of m-dimensional space. Unless al
measurements are perfect, b is outside that column space. Elimination reaches an
impossible equation and stops. But we can’t stop just because measurementsinclude noise.

To repeat: We cannot always get the error e = b — Ax down to zero. When e is zero,
x is an exact solution to Ax = b. When the length of ¢ is as small as possible, X isa
least squares solution. Our goal in this section is to compute X and use it. These are real
problems and they need an answer.

The previous section emphasized p (the projection). This section emphasizes x (the
least squares solution). They are connected by p = Ax. The fundamental equationis still
ATAX = ATh. Hereisashort unofficial way to reach this equation:

When Ax = b hasno solution, multiply by AT and solve ATAx = ATb.

Example 1 A crucial application of least squares is fitting a straight line to m points.
Start with three points: Find the closest line to the points (0, 6), (1, 0), and (2, 0).
No straight lineb = C + Dt goes through those three points. We are asking for two

numbers C and D that satisfy three equations. Here are the equationsat t = 0,1,2 to
match the given valuesb = 6,0, 0:

t=0 Thefirst pointisonthelineb = C + Dt if C+D-0=6
t=1 The second pointisonthelineb =C + Dtif C+D-:.1=0
t=2 Thethird pointisonthelineb = C + Dt if C+D.-2=0.

This 3 by 2 system has no solution: b = (6,0,0) is not a combination of the columns
(1,1,1) and (0, 1, 2). Read off A4, x, and b from those equations:

1 0 c 6
A=1|1 1 x = [ ] b=10 Ax = b isnot solvable.
1 2 D 0

The same numbers were in Example 3 in the last section. We computed x = (5, —3).
Those numbers are the best C and D, so 5 — 3¢ will be the best line for the 3 points.
We must connect projections to least squares, by explainingwhy ATAX = ATb.

In practical problems, there could easily be m = 100 pointsinstead of m = 3. They
don't exactly match any straight line C + Dt. Our numbers 6, 0, 0 exaggerate the error so
you can see ey, e;, and e3 in Figure 4.6.

Minimizing the Error

How do we make theerror e = b — Ax assmall aspossible? Thisisan important question
with a beautiful answer. The best x (called X) can be found by geometry or algebra or
calculus: 90° angle or project using P or set the derivative of the error to zero.
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4.3. Least Squares Approximations 219

By geometry Every Ax liesin the plane of the columns (1,1, 1) and (0, 1,2). In that
plane, we look for the point closest to 5. The nearest point is the projection p.

The best choicefor Ax is p. The smallest possible error ise = b — p. The three points at
heights (p1, p2, p3) dolie on aline, because p isin the column space. In fitting a straight
line, X givesthe best choicefor (C, D).

By algebra Every vector b splits into two parts. The part in the column space is p.
The perpendicular part in the nullspace of AT ise. There is an equation we cannot solve
(Ax = b). Thereisan equation Ax = p we do solve (by removing e):

Ax =b = p+e isimpossble Ax = p issolvable. Q)
The solutionto Ax = p leavestheleast possible error (whichise):
Squared length for any x |Ax —b||?> = |Ax — p|I® + |le]|*. 2

Thisisthelaw ¢? = a? + b? for aright triangle. The vector Ax — p inthe column spaceis
perpendicular to e in the left nullspace. We reduce Ax — p to zero by choosing x to bex.
That leaves the smallest possible error e = (eq, e2, ¢3).

Notice what “smallest” means. The squared length of Ax — b is minimized:

Theleast squares solution ¥ makes E = |Ax — b]|? assmall as possible.

column space

b1 =6
e = 1
P1 =735 l
best line b = 5 — 3¢
6
b b=|0
@2: b3 = O O
7 V(_’3 f—
t by=0 p3=—1
errors = vertical distances to line e =(1,-2,1)

Figure 4.6: Best line and projection: Two pictures, same problem. The line has heights
p = (5,2, —1)witherrorse = (1,—2,1). Theequations ATAx = ATh givex = (5, -3).
Thebest lineish = 5 — 3¢ and the projectionis p = 5a; — 3a,.

Figure 4.6a shows the closest line. It misses by distances ey,e3,e3 = 1,-2,1.
Those are vertical distances. The least squares lineminimizes E = ef + e3 + e3.
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Figure 4.6b shows the same problem in 3-dimensional space (b p e space). The vector
b isnot in the column space of A. That iswhy we could not solve Ax = b. No line goes
through the three points. The smallest possible error is the perpendicular vector e. Thisis
e = b — Ax, the vector of errors (1, —2, 1) in the three equations. Those are the distances
from the best line. Behind both figures is the fundamental equation AT Ax = ATbh.

Notice that the errors 1, —2, 1 add to zero. The error e = (eq, e3, e3) is perpendicular
tothefirst column (1,1, 1) in A. Thedot product givese; + e, + ez = 0.

By calculus Most functions are minimized by calculus! The graph bottoms out and the
derivativein every direction is zero. Here the error function £ to be minimized is a sum of
squarese? + e3 + 2 (the square of the error in each equation):

E=|Ax —b|*=(C +D-0-6)>+(C+D-1)>4+(C + D-2)% ©)

The unknowns are C and D. With two unknowns there are two derivatives—both zero
at the minimum. They are “partial derivatives’ because dE/dC treats D as constant and
dE /D treats C as constant:

IE/IC =2(C+D-0—6) +2(C+D-1) +2(C+D-2) =0
9E/OD = 2(C + D -0—6)(0) +2(C + D - 1)(1) + 2(C + D - 2)(2) = 0.

dE /dD contains the extra factors 0, 1, 2 from the chain rule. (The last derivative from
(C +2D)?> was 2 times C + 2D timesthat extra2.) Inthe C derivative the corresponding
factorsare 1, 1, 1, because C is always multiplied by 1. It isno accident that 1, 1, 1 and
0, 1, 2 are the columns of A.

Now cancel 2 from every term and collect all C’sand al D’s:

The C derivativeiszero: 3C +3D =6

Thismatrix 33
The D derivativeiszero: 3C +5D =0

e gT
3 5 } isd'A (4
These equations are identical with ATAx = A"h. Thebest C and D are the components
of X. The equations from calculus are the same as the “normal equations’ from linear
algebra. These are the key equations of least squares:

The partial derivativesof ||Ax — b||?> arezerowhen ATAx = A'b.

The solutionisC = 5and D = —3. Therefore b = 5 — 3¢ is the best line—it comes
closest to the three points. At ¢ = 0, 1, 2 this line goes through p = 5, 2, —1.
It could not go through b = 6, 0, 0. Theerrorsare 1, —2, 1. Thisisthe vector e!

The Big Picture

J he key figure of this book shows the four subspaces and the true action of a matrix. The
vegtor x on the left side of Figure 4.3 wentto b = Ax on theright side. In that figure x
wassplitinto x, + x,. There were many solutionsto Ax = b.
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4.3. Least Squares Approximations 221

column space
inside R™

solvable

Tow Space

p is in the column space
is R”

AX =p
. p=Pb
best ¥ Ax — b _
_________________ (
not solvable N
b not in the column space \

0

Independent columns
Nullspace = {0}

nullspace
of AT

Figure 4.7: The projection p = AX isclosestto b, S0 X minimizes E = ||b — Ax||>.

In this section the situation is just the opposite. There are no solutionsto Ax = b.
Instead of splitting up x we are splitting up ». Figure 4.3 shows the big picture for least
Instead of Ax = b wesolve Ax = p. Theerror e = b — p isunavoidable.
how the nullspace N (A) is very small—just one point. With independent
only solutionto Ax = Oisx = 0. Then AT A isinvertible. The equation
AT Ax = ATh\fully determines the best vector x. Theerror has ATe = 0.

Chapter 7 Will have the complete picture—all four subspaces included. Every x splits
into x, + x,, and every b splitsinto p + e. The best solution is X in the row space. We
can't help e and we don’t want x ,—thisleaves Ax = p.

Fitting a Straight Line

Fitting a line is the clearest application of least squares. It starts with m > 2 points,
hopefully near a straight line. At times t1,...,t, those m points are at heights
bi,....by. The best line C + Dt misses the points by vertical distances eq,...,en.
No lineis perfect, and the least squares line minimizes E = e? + --- + ¢2,.

Thefirst examplein this section had three pointsin Figure 4.6. Now we allow m points
(and m can belarge). The two components of x are still C and D.

A line goes through the m points when we exactly solve Ax = b. Generally we can't
doit. Two unknowns C and D determinealine, so A hasonly n = 2 columns. To fit the
m points, we are trying to solve m equations (and we only want two!):

C +Dt; =b; 1 1

C + Dt, = by 1 n»

Ax =b is with A=1|. .. (5)

C + Dty = by, 1 ty


Latecki
Pencil


222 Chapter 4. Orthogonality

The column space is so thin that almost certainly b is outside of it. When b happensto lie
in the column space, the points happen to lieon aline. Inthat caseb = p. Then Ax = b
issolvableand theerrorsaree = (0,...,0).

TheclosestlineC + Dt hasheights py,..., pm Witherrorsey, ..., em,.
Solve ATAX = ATh for X = (C, D). Theerrorsaree; = b; — C — Dt;.

Fitting points by astraight lineis so important that we give the two equations A T Ax =
ATh, once and for all. The two columns of A are independent (unless all timest; are the
same). So weturn to least squares and solve ATAxX = ATb.

1 1
. 1 - 1 m Yt
Dot-product matrix A'A = o= ) 6
p u IX |:t1 tm:| . . |:Zli Ztizi| ( )

Im

On the right side of the normal equation isthe 2 by 1 vector ATb:

b
D T S| Xh
A'b = |:l‘1 lm:| b: N |:Zlibl:|. 0

m

In a specific problem, these numbers are given. Thebest x = (C, D) isin equation (9).

Theline C + D¢ minimizese? + --- + e2, = ||Ax — b||> when ATAX = A"b:
mo Yt |:C] | Xbi @®
Y oy |LP Ytibi |

The vertical errors at the m points on the line are the componentsof e = b — p. This
error vector (theresidual) b — Ax is perpendicular to the columns of A (geometry). The
error isin the nullspace of AT (linear algebra). The best ¥ = (C, D) minimizes the total
error E, the sum of squares:

E(x) = |Ax —b|*> = (C + Dt; —b1)?> +--- + (C + Dty — bp)>.

When calculus sets the derivatives 0E /0C and 0E /3D to zero, it produces ATAx = A'b.

Other |east sguares problems have more than two unknowns. Fitting by the best parabola
has n = 3 coefficients C, D, E (see below). In general we are fitting m data points
by n parameters x;,...,x,. The matrix A has n columnsand n < m. The derivatives
of |Ax — b||? givethen equations ATAx = ATh. The derivative of a squareislinear.
Thisiswhy the method of least squaresis so popular.

Example 2 A has orthogonal columns when the measurement times¢; add to zero.
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4.3. Least Squares Approximations 223

Suppose b = 1,2,4 attimest = —2,0,2. Those times add to zero. The columns of A
have zero dot product:

C+D(=2) =1 1 =27 1
C+ D(O) =2 o Ax=|1 0 [ ]: 2
C+ D@2 =4 1 4

Look at the zerosin AT A:

waean e R [5)-[1)

Main point: Now AT A is diagonal. We can solve separately for C = Z and D = &. The
zerosin AT A are dot products of perpendicular columnsin A. The diagonal matrix AT A,
with entriesm = 3 and 12 + 1 + t2 = 8, isvirtually as good as the identity matrix.

Orthogonal columns are so helpful that it is worth moving the time origin to produce
them. To do that, subtract away the averagetime? = (t; + - - + t,,)/ m. The shifted times
Ti =t —taddto Y. T; = mt —mt = 0. With the columns now orthogonal, AT 4 is
diagonal. Itsentriesarem and T2 + --- + T;2. Thebest C and D have direct formulas;

bi+--+b biTi +--+b, T
_ 1+ + bm and D= 117 + +mm' (9)

Tist—t C .
m T1_|_..._|_T”2l

Thebest lineisC + DT or C + D(t —1). Thetime shift that makes AT A diagonal is an
example of the Gram-Schmidt process: orthogonalize the columns in advance.

Fitting by a Parabola

If we throw a ball, it would be crazy to fit the path by a straight line. A parabolab =
C + Dt + Et? dlowsthe ball to go up and come down again (b is the height at time 7).
The actual path is not a perfect parabola, but the whole theory of projectiles starts with that
approximation.

When Galileo dropped a stone from the Leaning Tower of Pisa, it accelerated.
The distance contains a quadratic term % gt?. (Galileo’s point was that the stone’s mass
is not involved.) Without that 72 term we could never send a satellite into the right or-
bit. But even with a nonlinear function like 72, the unknowns C, D, E appear linearly!
Choosing the best parabolais still a problemin linear algebra.

Problem Fitheightsby,...,b, atimest,,...,t, by aparabolaC + Dt + Et>.
Solution Withm > 3 points, the m equations for an exact fit are generally unsolvable:

C + Dty + Et} = b, 1 n 2
: has the m by 3 matrix A=|: - < |. (10
C + Dty + Et} = by,

Least squares The closest parabola C + Dt + Et? chooses ¥ = (C,D,E) to
satisfy the three normal equations AT Ax = A'b.
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May | ask you to convert this to a problem of projection? The column space of A has
dimension ____ . The projection of b is p = Ax, which combines the three columns
using the coefficients C, D, E. Theerror at thefirst datapointise; = by —C — Dt; — Et}.
The total squared error ise? + . If you prefer to minimize by calculus, take the
partial derivativesof E with respect to , , . These three derivatives will
be zerowhenx = (C, D, E) solvesthe 3 by 3 system of equations .

Section 8.5 has more least squares applications. The big one is Fourier series—
approximating functions instead of vectors. The function to be minimized changes from a
sum of squared errors e? + - -+ + e2, to anintegral of the squared error.

Example 3 Foraparabolab = C 4 Dt + Et? to go through thethree heightsb = 6,0, 0
whent = 0, 1, 2, the equations are

C+D-0+E-0>=6
C+D-1+E-12=0 (12)
C+D-2+E-22=0.

Thisis Ax = b. We can solve it exactly. Three data points give three equations and a
sguare matrix. The solutionisx = (C, D, E) = (6,—9,3). The parabola through the
three pointsin Figure 4.8aisbh = 6 — 9t + 3¢2.

What does this mean for projection? The matrix has three columns, which span the
whole space R>. The projection matrix is the identity. The projection of b isb. The error
iszero. Wedidn't need ATAx = A'b, because we solved Ax = b. Of course we could
multiply by AT, but there is no reason to do it.

Figure 4.8 also shows a fourth point b4 at timez,. If that falls on the parabola, the new
Ax = b (four equations) is still solvable. When the fourth point is not on the parabola, we
turnto ATAX = ATh. Will the least squares parabola stay the same, with all the error at
the fourth point? Not likely!

The smallest error vector (e, 5, e3, e4) isperpendicular to (1, 1, 1, 1), thefirst column
of A. Least squares balances out the four errors, and they add to zero.

6 9

0
1
6 4
2
bh=6—9t+3t2 0 | icinR 13
0 0
b4 1
2
ba + | s
1
1
1

0 ; |

I4 u
Figure 4.8: From Example 3: An exact fit of the parabolaat ¢t = 0, 1,2 meansthat p = b
and e = 0. The point b4 off the parabolamakesm > n and we need least squares.
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B REVIEW OF THE KEY IDEAS =

1. Theleast squares solution X minimizes E = || Ax — b||%. Thisisthe sum of squares
of the errorsin the m equations (m > n).

2. The best ¥ comes from the normal equations AT Ax = ATb.
3. Tofitm pointsby alineb = C + D¢, the normal equationsgive C and D.

4. Theheights of thebest lineare p = (p1,..., pm). Thevertica distancesto the data
pointsaretheerrorse = (ey, ..., em).

5. If we try to fit m points by a combination of n < m functions, the m eguations
Ax = b are generally unsolvable. The n equations ATAx = A"h give the least
sguares solution—the combination with smallest M SE (mean square error).

® \WORKED EXAMPLES =

43 A Start with nine measurements b; to bo, all zero, at timest = 1,...,9. The
tenth measurement b1y = 40 is an outlier. Find the best horizontal line y = C to fit
the ten points (1,0), (2,0),..., (9,0), (10,40) using three measures for the error E:

(1) Least squares E, = e? + --- + €3, (then the norma equation for C is linear)
(2) Least maximumerror Eoo = |emax| (3) Least sum of errors E; = |ey| + -+ + |eqo].

Solution (1) The least sguares fit to 0,0,...,0,40 by a horizonta line is C = 4:

A =columnof I's ATA=10 A"h =sumof b; =40. So10C = 40.
(2) The least maximum error requires C = 20, halfway between 0 and 40./ L}— 0O+ 3 C

7
(3) Theleast sum requires C = 0 (!!). The sum of errors 9|C| + |40 — C| would increase
if C moves up from zero.

Theleast sum comesfrom the median measurement (themedianof 0, ..., 0, 40 iszero).
Many statisticians feel that the least squares solution is too heavily influenced by outliers
like b1o = 40, and they prefer least sum. But the equations become nonlinear.

Now find the least squares straight line C + D¢ through those ten points.

ol Bi-[RE) e-[E8]-(a)

Those come from equation (8). Then ATAX = ATbh givesC = —8and D = 24/11.

What happens to C and D if you multiply the »; by 3 and then add 30 to get
bnew = (30,30,..., 150)? Linearity allows ustorescale b = (0,0, ..., 40). Multiplying
b by 3 will multiply C and D by 3. Adding 30 to all 5; will add 30 to C.

fr 0
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43B FindtheparabolaC + Dt + Et? that comes closest (least squares error) to theval-
uesh = (0,0,1,0,0) a thetimest = —2,—1,0, 1, 2. First write down the five equations
Ax = b inthreeunknownsx = (C, D, E) for aparabolato go through the five points. No
solution because no such parabola exists. Solve ATAx = A7b.

I would predict D = 0. Why should the best parabola be symmetric around ¢ = 0?
In ATAX = A"b, equation 2 for D should uncouple from equations 1 and 3.

Solution  Thefive equations Ax = b have arectangular “Vandermonde” matrix A:

C +D(=2) + E(-2?>=0 1 -2 4
C+D(E1)+ ED?>=0 1 -1 1 5 0 10
C+D (OO+E (02=1 A=|1 00 A"TA=| 0 10 O
C+D (H)+E (1) =0 111 10 0 34
C+D 2+E 22=0 1 2 4

Those zerosin AT A mean that column 2 of A isorthogonal to columns 1 and 3. We see this
directly in A (thetimes —2,—1,0, 1,2 are symmetric). The best C, D, E in the parabola
C + Dt + Et? comefrom ATAx = A"h, and D is uncoupled:

5 0 10 C 1 C =34/70

0 10 0 D |=]0 leadsto D =0 aspredicted

10 0 34 E 0 E =-10/70
Problem Set 4.3

Problems 1-11 use four data pointsb = (0, 8, 8,20) to bring out the key ideas.

1 with » = 0,8,8,20 at r = 0,1,3,4, set up and solve the norma eguations
A\ ATAx = ATh. For the best straight line in Figure 4.9a, find its four heights p;
and four errorse;. What isthe minimumvalue E = e? + e3 + 3 + e3?

W 2 (Line C + Dt does go through p’s) With b = 0,8,8,20 at timest = 0,1,3,4,
write down the four equations Ax = b (unsolvable). Change the measurements to
p = 1,5,13,17 and find an exact solutionto Ax = p.

\/ 3 Checkthate = b— p = (—1, 3, -5, 3) isperpendicular to both columns of A. What
isthe shortest distance ||e|| from b to the column space of A?

v 4 (By calculus) Write down E = ||Ax — b||? as asum of four squares—the last one
is (C + 4D — 20)2. Find the derivative equations E/dC = 0 and dE/dD = 0.
Divide by 2 to obtain the normal equations ATAx = A'b.

\/ 5 Find the height C of the best horizontal line to fit 5 = (0, 8, 8,20). An exact fit
would solve the unsolvable equations C = 0, C = 8, C = 8, C = 20. Find the
4 by 1 matrix A inthese equationsand solve AT Ax = ATh. Draw the horizontal line
at height x = C and thefour errorsine.
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6 Project b = (0, 8, 8,20) onto thelinethrougha = (1,1,1,1). FindX = a"b/a"a
and the projection p = Xa. Check that e = b — p isperpendicular to a, and find the
shortest distance | e || from b to the line through a.

7 Find the closest line» = Dt, through the origin, to the same four points. An exact
fitwouldsolve D -0 =0,D-1=8,D -3 =28, D -4 =20. Findthe4 by 1 matrix
and solve AT AX = A"h. Redraw Figure 4.9a showing the best lineb = Dt and the
e's.

8 Project b = (0,8, 8, 20) onto the line througha = (0,1,3,4). FindxX = D and
p = xa. Thebest C in Problems 5-6 and the best D in Problems 7—8 do not agree

with the best (C, D) in Problems 1-4. That isbecause (1,1, 1, 1) and (0, 1, 3, 4) are
perpendicular.

9 For the closest parabolab = C + Dt + Et? to the same four points, write down the
unsolvable equations Ax = b in three unknownsx = (C, D, E). Set up the three
normal equations AT Ax = A" (solution not required). In Figure 4.9ayou are now
fitting a parabolato 4 points—what is happening in Figure 4.9b?

10  Fortheclosest cubich = C + Dt + Et? + Ft3 to the same four points, write down
the four equations Ax = b. Solve them by elimination. In Figure 4.9a this cubic
now goes exactly through the points. What are p and e?

11  The average of the four timesis? = %(O + 1+ 3+ 4) = 2. The average of the
four b'sish = 1(0 + 8 4+ 8 +20) = 9.

(a) Verify that the best line goes through the center point (7, E) =(2,9).
(b) Explainwhy C + D7 = b comes from thefirst equationin ATAX = ATb.

b,=20 T
ey b = (0,8,8,20)
4 p4 \\\
e \
Ps “5p = Cay + Da,
£ )
by=by=8 +
)
T pz a2:(0517374)
p] el ap = (la 1’ 171)
b, =0 f f f f
! =0 =1 =3 1,=4

Figure 4.9: Problems 1-11: Theclosest line C + Dt matchesCa; + Da, in R*.
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Questions 12-16 introduce basic ideas of statistics—the foundation for least squares.

12 (Recommended) This problem projectsb = (b1, ..., by) onto theline through a =
(1,...,1). Wesolvem equationsax = b in 1 unknown (by least squares).

(@) Solvea'ax = a"b to show that X isthe mean (the average) of the b’s.
(b) Finde = b — aXx and the variance | e ||?> and the standard deviation ||e|.

(c) The horizontal lined = 3 isclosestto b = (1,2,6). Check that p = (3,3, 3)
is perpendicular to e and find the 3 by 3 projection matrix P.

13 Firstassumption behind least squares: Ax = b— (noise e with mean zero). Multiply
theerror vectorse = b—Ax by (AT A)~! AT to get ¥ —x ontheright. The estimation
errors x — x also average to zero. The estimate x is unbiased.

14 Second assumption behind least squares: Them errors e; are independent with vari-
ance o2, so the average of (b — Ax)(b — Ax)" is o?1. Multiply on the left by
(ATA)"'AT and on the right by A(ATA)~! to show that the average matrix
(x —x)(x —x)Tiso?(ATA)~L. Thisisthe covariance matrix P in section 8.6.

15 A doctor takes 4 readings of your heart rate. The best solutiontox = by,...,x = by
isthe average x of b1, ..., bs. The matrix A isacolumn of 1's. Problem 14 gives
the expected error (X — x)2 aso?(ATA)~! = . By averaging, the variance
dropsfromo? to o2 /4.

16  If you know the average xo of 9 numbers by, ..., by, how can you quickly find the
average x19 with one more number 1o ? The idea of recursive least squares is to
avoid adding 10 numbers. What number multiplies Xy in computing x1¢?

Ti0 = 15b10 + X9 = 15(b1 + -+ + b1g) asinWorked Example4.2 C.

Questions 17-24 give more practice with x and p and e.

17  Writedown three equationsfor thelineb = C + Dt togothroughbs = 7att = —1,
b=7artr=1,andb = 21 att = 2. Find the least squares solution x = (C, D)
and draw the closest line.

18  Findtheprojection p = Ax inProblem 17. Thisgivesthethree heightsof the closest
line. Show that the error vectorise = (2, —6,4). Why is Pe = 0?

19  Suppose the measurements at t = —1, 1,2 are the errors 2, —6,4 in Problem 18.
Compute ¥ and the closest line to these new measurements. Explain the answer:
b = (2,—6,4) isperpendicular to so the projectionis p = 0.

20  Suppose the measurementsat t = —1,1,2 are b = (5,13, 17). Compute x and the
closest lineand e. Theerror ise = 0 becausethisb is .

21 Which of the four subspaces contains the error vector e ? Which contains p? Which
contains x? What is the nullspace of 4?
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22

23

24

25

26

27

28

29

FindthebestlineC + Dt tofitb =4,2,—1,0,0 at timest = —2,—1,0, 1, 2.

Is the error vector e orthogonal to b or p or e or x? Show that ||e||?> equals e b
whichequalsb™d — pTh. Thisisthe smallest total error E.

The partial derivatives of || Ax||? with respect to x, ..., x, fill the vector 24T Ax.
The derivatives of 25" Ax fill the vector 247h. So the derivatives of | Ax — b||? are
zero when .

Challenge Problems

What condition on (1, b1), (t2, b2), (¢35, b3) puts those three points onto a straight
line? A column space answer is. (b1, b,, b3) must be acombination of (1, 1, 1) and
(11, t2, t3). Try to reach a specific equation connecting thet’sand »’s. | should have
thought of this question sooner!

Find the plane that gives the best fit to the 4 values b = (0, 1, 3, 4) at the corners
(1,0)and (0, 1) and (—1, 0) and (0, —1) of asquare. TheequationsC + Dx+ Ey =
b at those 4 points are Ax = b with 3 unknownsx = (C, D, E). What is A?
At the center (0, 0) of the square, show that C + Dx + Ey = average of the b’s.

(Distance between lines) The points P = (x,x,x) and Q = (y,3y,—1) areon two
lines in space that don't meet. Choose x and y to minimize the squared distance
| P — QJ|?. Theline connecting the closest P and Q is perpendicular to .

Suppose the columns of A are not independent. How could you find a matrix B so
that P = B(BTB)~! BT does give the projection onto the column space of A? (The
usual formulawill fail when AT A4 isnot ivertible.)

Usually there will be exactly one hyperplanein R” that contains the n given points
x = 0,ay,...,a,—1. (Example for n = 3: There will be one plane containing
0,a;,a, unless .) What is the test to have exactly one planein R"?





