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Exploiting Reliable and Scalable Multicast
Services in IaaS Datacenters

Junjie Xie, Deke Guo, Jie Wu, Bangbang Ren, Tao Chen, Honghui Chen

Abstract—A large number of servers are interconnected using a specific datacenter network to deliver the infrastructure as a service
(IaaS). Multicast can jointly utilize the network resources and further reduce the consumption of network bandwidth more than
individual unicast. The source of a multicast service, however, does not need to be in a specific location as long as certain constraints
are satisfied. This means the multicast can have uncertain sources, which could reduce the network resource consumption more than
a traditional multicast service and further improve the quality of service. In this paper, we propose a novel reliable multicast service with
uncertain sources named ReMUS. The goal is to minimize the sum of the transfer cost and the recovery cost, although finding such a
ReMUS is very challenging. Thus, we design a source-based multicast method to solve this problem by exploiting the flexibility of
sources when no recovery nodes exist in the network. Furthermore, we design a general multicast method to jointly exploit the benefits
of uncertain sources and recovery nodes to minimize the total cost of ReMUS. We conduct extensive evaluations under Internet2 and
datacenter networks. The results indicate that our methods can efficiently realize the reliable and scalable multicast with uncertain
sources, irrespective of the settings of networks and multicasts. To the best of our knowledge, we are the first to study the reliable
multicast service under uncertain sources.

Index Terms—Reliable multicast, Data center, Content replica, Uncertain sources.
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1 INTRODUCTION

INFRASTRUCTURE as a Service (IaaS) is a form of cloud
computing, which enables tenants to multiplex comput-

ing, storage and network resources in data centers. Multicast
is an efficient method for delivering the same content from a
source node to a group of destinations in those data centers.
It can considerably save the amount of consumption of
network resources more than a series of individual unicasts.
Owing to avoiding unnecessary traffic duplication in inter-
mediate nodes and links, multicast can effectively reduce
the bandwidth consumption by around 50% in backbone
networks [1]. Meanwhile, multicast can release the loads of
the source node and associated network links [2].

A number of novel multicast methods have been pro-
posed recently and can be roughly divided into two cate-
gories. The first one focuses on reducing the consumption
of network bandwidth. Many multicast services prefer to
deliver the same content to a group of destinations along
a shortest-path tree, such as PIM-SM [3]. The multicast tree
can reduce more bandwidth consumption if those shortest
paths from the same source to the destinations share more
links. The second one aims to ensure the reliable transmis-
sion of multicast. Nowadays, the reliable multicast becomes
crucial in providing reliable services for many important
Internet and datacenter applications [4]. To achieve a re-
liable transmission of multicast, the source-based reliable
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multicast methods aim to recover the lost packets from
the source node directly [5]. It, however, suffers from the
reliability and availability problems since only one source
node serves the recovery requests from all destinations.
Accordingly, Shen et al. propose the Recover-aware Steiner
Tree (RST) problem [6]. They introduce at least one recovery
node between the source and each destination to facilitate
the local loss recovery. Then, they design an approximation
algorithm, RAERA, to minimize the sum of the tree cost and
the recovery cost.

Besides the above two categories, the traditional multi-
cast experiences uncertain sources [7][8] which bring new
challenges and opportunities to the design of multicast
methods. The root cause is the wide usage of the content
replica strategy in various networks. For example, each file
block in GFS [9] and HDFS [10] has at least two replicas
besides the original one across the datacenter. Furthermore,
many content delivery services have adopted the content
replica design to improve its robustness and efficiency [11],
[12]. Each replica of a given file has the capability to serve
as a source node for a multicast transfer. That is, the source
of a multicast does not need to be fixed at a specific location
as long as certain constraints are satisfied. This brings the
multicast with uncertain sources, which further reduces the
consumption of the network bandwidth.

In this paper, we reveal the reliable and bandwidth-
efficient multicast service with uncertain sources, named
as the ReMUS problem. A source node or recovery node
will retransmit lost packets towards a destination and incur
the recovery cost in the case of packet loss. The goal of
ReMUS is to jointly minimize the cost of transfers and recov-
eries for the reliable multicast service. The ReMUS problem
faces fundamental challenging issues. First, the bandwidth-
efficiency and reliability somehow conflict with each other.
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The use of recovery nodes is effective for realizing the
reliable multicast, but can directly change the design of a
multicast tree by increasing the transfer cost. Second, the
appearance of uncertain sources incurs complicated impacts
on the transfer cost as well as the recovery cost. Uncertain
sources need to be carefully scheduled to reduce the transfer
cost. Moreover, uncertain sources are also helpful in reduc-
ing the recovery cost.

Hu et al. proposed the minimum cost forest (MCF) build-
ing method for the multicast with uncertain sources [7]. It
aims to minimize the transfer cost by carefully exploiting the
flexibility of those uncertain sources, but does not support
reliable multicast transmission. The RAERA method moti-
vates to ensure the reliable transmission for the traditional
multicast with recovery nodes [6]. It, however, neither sup-
ports the multicast of uncertain sources nor considers the
cooperative use of uncertain sources and recovery nodes.
Despite multicast with uncertain sources or failures has been
studied individually, such prior methods and their simple
combinations remain inapplicable to the ReMUS problem.

The challenge of ReMUS stems from the selection of
source nodes and recovery nodes and their impacts on
routing cost. Thus, we propose two efficient methods to ap-
proximate the optimal solution under two general scenarios.
If no recovery nodes exist in the network, the source-based
multicast method constructs the desired transfer forest,
where all sources in the forest act as the recovery proxies.
By contrast, a general building method of a multicast forest
is designed, given the number and locations of recovery
nodes. The building process of the multicast forest will
employ some necessary recovery nodes, which act as the
recovery proxies with some sources together if necessary.
Under both scenarios, an intrinsic constraint about the
forest is that each destination only reaches one source, no
matter how many uncertain sources are employed by the
forest. We then conduct extensive evaluations in Internet2
and datacenter networks. The results indicate that our two
methods can efficiently realize the reliable and bandwidth-
efficient multicast under uncertain sources, irrespective of
the settings of networks and multicasts.

The major contributions of this paper are summarized as
follows:

1) We first propose the reliable multicast service with
uncertain sources (ReMUS) problem, and then, for-
mally characterize the problem.

2) We design the source-based reliable multicast
method, which can minimize the total cost of Re-
MUS when no recovery nodes exist in the network.

3) We further design a general recovery model for the
ReMUS problem and propose the recovery node-
based multicast method, which jointly exploits both
recovery nodes and uncertain sources in networks.

4) We conduct extensive evaluations in Internet2 and
datacenter networks. The results show the efficiency
and effectiveness of our two methods under the
various settings of networks and multicasts.

The rest of this paper is organized as follows. In sec-
tion 2, we first present the background and preliminaries
and then introduce the statement and formulation of the
ReMUS problem. Section 3 designs the source-based and

general methods for constructing a desired multicast forest
to solve the ReMUS problem. In section 4, we evaluate the
performances of our methods under the network topologies
of Internet2 and datacenter networks. We summarize the
related work and conclude this paper in Section 5 and
Section 6, respectively.

2 PROBLEM DESCRIPTION OF REMUS
In this section, we first introduce the background and pre-
liminaries. After that, we describe the problem of ReMUS,
and then formally characterize the ReMUS as an NLP prob-
lem and discuss its hardness.

2.1 Background and preliminaries
We introduce some background and preliminaries about the
reliable multicast and the multicast with uncertain sources.

2.1.1 Reliable multicast
The problem of reliable unicast data delivery is well un-
derstood and a variety of solutions have been proposed.
However, the multicast transmission offers the most promis-
ing approach for the reliable transmission of data to a po-
tentially large group of receivers. For source-based reliable
multicast (SRM) [5], when receiver(s) detect the missing
data, they wait for a random time determined by their
distance from the original source of the data then send a
repair request. After the source receives a repair request, the
source re-delivers lost packets to the corresponding receiver.

For example, when packet loss occurs in any one multi-
cast link in Fig. 1(a), source s1 retransfers these lost packets
to the corresponding destinations via unicast. The source-
based reliable multicast suffers from the reliability and
scalability problems since the single source needs to provide
loss recovery for a large number of destinations. To effec-
tively address this crucial issue, recovery nodes are placed
between the source and the destinations to facilitate the local
loss recovery. The idea is similar to the web and multimedia
cache/proxy servers wide deployed today, with the goal
to facilitate local services and avoid load concentration on
the source node. For a multicast tree, it is necessary to
span suitable recovery nodes for local loss recovery and the
minimization of the recovery cost.

Shen et al. proposed a new reliable multicast tree for the
SDN, named Recover-aware Steiner Tree (RST) [6]. The goal
of RST is to minimize both tree and recovery costs by the
selection of recovery nodes. Fig. 1(b) shows a multicast tree,
which spans suitable recovery nodes. In Fig. 1(b), r4 will
deliver lost packets to d6 facilitating the local loss recovery,
when d6 fails to receive some packets. It is remarkable that
the recovery from node r4 will incur less recovery cost than
recovering from source s1. Therefore, the local recovery can
reduce the unnecessary consumption of bandwidth.

2.1.2 Multicast with uncertain sources
Traditional multicast methods, however, assume prior
knowledge of multicast characteristics, i.e., the source of
each multicast group is fixed in advance. It is called as the
deterministic multicast. However, in many cases, the charac-
teristics of a multicast service are unknown in advance. In
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Fig. 1. Reliable multicast with the same destinations {d1,d2,d3,d4,d5,d6,d7} but different sources and recovery nodes.

this case, the multicast is with uncertain sources, as shown
in Definition 2.1.
Definition 2.1 (Uncertain sources). Given a set of sources,

some sources can be selected as the root nodes for a
multicast service at the same time. In this case, for a
multicast service, the number of root nodes and their
locations are uncertain.

A major reason for uncertain sources is the wide used
content replica designs for improving the robustness and
efficiency in various networks. While delivering a content
file to multiple destinations, the source of such a multicast
service can be any one replica in theory [7][8]. Those data
copies all can be utilized for a multicast service. The key
challenge is how to select the source nodes for multicast
with uncertain sources. Hu et al. proposed a new multicast
scheme with uncertain sources for SDN, called uncertain
multicast [7]. Given destinations and uncertain sources,
together with the network topology, the uncertain multicast
problem aims to construct a forest, which achieves the mini-
mal cost of multicast transmission. More precisely, consider
a network G(V,E), where V and E denote the set of nodes
(switches and servers) and edges (links), respectively. Each
edge e∈E is associated with a cost. Without of generality,
the weight of each edge is set to unity to normalize the
total transmission cost of an uncertain multicast, which is
formalized in Definition 2.2.
Definition 2.2 (Uncertain multicast). Given a destination

set D⊂V and a potential source set S⊂V , an uncertain
multicast means to build a multicast forest F to deliver
the same content to all destinations in the set D from
partial even all sources in the set S. A constraint of the
multicast forest F is that each destination just reaches to
one and only one source in set S.

As shown in Fig. 1(c), the source set S includes four
source nodes {s1, s2, s3, s4}. The solid lines denote that the
corresponding links are employed for the multicast transfer
in Fig. 1(c). The link between s1 and s2 is not employed,
which means that destination d7 can just reach to source
s2 and can not reach to source s1. The constraint for the
uncertain multicast indicates that the employed links for a
multicast transfer can not connect two source nodes because

that results in the waste of network bandwidth. In Fig.
1(c), the forest for the multicast with uncertain sources only
employs 10 links. However, the multicast employs 13 links
for the same destinations in Fig. 1(a). More links mean more
bandwidth consumption. Therefore, uncertain sources are
helpful to reduce the network bandwidth consumption.

2.2 Problem Statement

In this paper, we propose the problem of reliable multicast
service with uncertain sources (ReMUS). The ReMUS prob-
lem finds a desired forest F , which employs the necessary
sources and recovery nodes. A constraint is that each des-
tination only reaches one source. Meanwhile, the sources
and recovery nodes can be jointly exploited to achieve the
reliable multicast service. We firstly give the definition of
recovery proxy in Definition 2.3. Given the number and
locations of sources and recovery nodes, the building pro-
cess of multicast forest will decide the locations of recovery
proxies. When there are lost packets, the recovery proxies
will retransfer the lost packets.

Definition 2.3 (Recovery proxy). Assume that there exists a
candidate recovery node set C⊂V in G(V,E). For an
uncertain multicast with a source node set S⊂V and
a destination node set D⊂V , the recovery proxy of a
destination is a related source or a recovery node on the
path from the related source to the destination. When
destination d∈D fails to receive some packets, the recov-
ery proxy can retransfer lost packets to the destination.

We then formalize the ReMUS problem in Definition 2.4.

Definition 2.4 (ReMUS problem). Given a destination set
D⊂V , a potential source set S⊂V , and a candidate set
of recovery nodes C⊂V , the ReMUS means to build a
multicast forest F to deliver the same content to all des-
tinations in the set D from partial even all sources in the
set S. A constraint is that each destination just reaches to
one and only one source in set S. Meanwhile, recovery
proxies can retransfer lost packets to the corresponding
destinations, when packet loss occurs.

The objective of the ReMUS problem is to minimize the
sum of the transfer cost and the recovery cost. The transfer
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cost is represented by c(F ), which is the sum of the edge
cost c(e) for every edge e ∈ F . The entire recovery cost
is calculated by the product of the recovery cost of each
destination and the retransfer probability. The recovery cost
κd of each destination d is related to the cost of the path
towards its recovery proxy r. The recovery cost of the
ReMUS is represented by w(F ), which is the sum of the
recovery cost κd for every node d ∈ D.

Given a non-negative value α, the optimization goal of
the ReMUS problem is to find a subset H from source set S,
a subset R from recovery set C and a forest F encompassing
H , R and D such that c(F )+αw(F ) is minimized. If the
network is heavily loaded, it is necessary to assign a larger α
such that the recovery nodes will play a more important role
in order to effectively reduce the recovery cost. To clarify this
problem, we present an illustrative example.

Illustrative examples of the ReMUS problem. We
show the impact of multiple sources on the reliable and
bandwidth-efficient multicast. For the ReMUS problem,
where multiple sources {s1, s2, s3, s4} are available in Fig.
1(d). Meanwhile, Fig. 1(d) plots a desired forest, which
includes all destinations {d1, d2, d3, d4, d5, d6, d7}, several
recovery nodes, and necessary sources. Each destination
reaches only one source through this forest. The multicast
forest employs 10 links, while the multicast tree in Fig. 1(b)
employs 13 links. This indicates that uncertain sources are
very effective for reducing the transfer cost of a traditional
multicast. Moreover, the recovery proxy of destination d6
changes with recovery node r4 in Fig. 1(d) from S1 in
Fig. 1(c) after introducing recovery nodes. In this way, the
recovery cost of destination d6 decreases since its recovery
path is shortened. This indicates that recovery nodes have
the potential to reduce the recovery cost.

Given the number of source and recovery nodes and
their locations, to minimize the total cost of the ReMUS, we
will jointly consider the cost of transfer and recovery. There-
fore, it is essential to consider the locations of candidate
sources and recovery nodes during constructing the multi-
cast forest. Meanwhile, it is also feasible that no recovery
nodes exist on the path from a source to a destination in the
multicast forest; hence, the source will act as the recovery
proxy of the corresponding destination.

2.3 The recovery models for the ReMUS

In practice, it is crucial to design dedicated recovery models
for the ReMUS problem under different settings of recovery
nodes. In this section, we rethink the source-based recovery
model under uncertain sources, and then design a general
recovery model when some recovery nodes have been de-
ployed in networks.

2.3.1 Rethinking the source-based recovery model
To realize the reliable multicast, the source-based recovery
model is an intrinsic way when there is no any recovery
node in the network. For example, dedicated source-based
methods have been presented to support the reliable multi-
cast transfer with a single source [5]. As shown in Fig. 1(a),
source s1 will retransfer if any node or link on the path from
s1 to d6 loses packets. Here, we rethink this kind of recovery
model in the case of uncertain sources. Multiple potential

sources bring new opportunities to reduce the transfer cost
and recovery cost, as shown in Fig. 1(c).

For a multicast with uncertain sources, it is required to
design a desired multicast forest to span all destinations and
necessary sources. Consequently, each destination reaches
only one source, while any pair of destinations may reach
different sources. Thus, each destination should be recov-
ered by the right source. The caused recovery cost for any
destination is equal to the product of the retransfer proba-
bility and the cost of recovery path towards the right source
in the multicast forest. The recovery cost of ReMUS problem
means the sum of the recovery cost of all destinations.

We use βe to denote the probability of packet loss on any
link e in the network. Assume that the path from destination
d to its source s consists of n links, e1, e2, . . . , en, in the
multicast forest. The retransfer probability from s to d is
calculated in Equation (1), which is equal to the probability
of the packet loss on at least one link in the path.

βs,d=1−
n∏

i=1

(1− βei) (1)

In this case, the recovery cost of destination d is given by
Equation (2).

κd=βs,d ×
n∑

i=1

c(ei) (2)

The recovery cost of ReMUS is the sum of the recovery cost
of all destinations.

2.3.2 Designing a general recovery model
If a set of recovery nodes are deployed in the network in
advance, the resultant multicast forest for any uncertain
multicast may employ some recovery nodes. In this way,
recovery node r between source s and destination d in the
forest would deliver local recovery, if needed. Under this
circumstances, the recovery cost for destination d is equal to
the retransfer probability times the cost of the recovery path
from r to d in the forest. This recovery cost for destination d
is definitely less than the recovery cost from source s since
recovery node r is closer to destination d than source s.
Additionally, if the recovery node r also fails to receive
these lost packets or there exists no recovery node on the
path from a source to a destination, it is reasonable that
the destination can be recovered by the related source in
the forest. Therefore, this general recovery model is more
suitable than the recovery models solely based on sources
or recovery nodes.

To characterize this general recovery model, let R(d)
denote the set of all recovery proxies at destination d. It
contains not only all recovery nodes but also the only source
on the path from the corresponding source to destination
d in a multicast forest. Let a recovery proxy r(d)1 denote
the related source of destination d since the source can
also retransfer lost packets if necessary. Let ηd,r(d)i denote
the probability of recovery from a recovery proxy r(d)i ,
1≤i≤|R(d)|, which is calculated in Equation (3).

ηd,r(d)i=(1− βs,r(d)i)× βr(d)i,r(d)i+1
, 1 ≤ i ≤ |R(d)| (3)

When destination d needs to be recovered from r(d)i, it
means that r(d)i has received the lost packets, but r(d)i+1
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has not received those packets. Otherwise, destination d
can be recovered from r(d)i+1. In equation (3), βs,r(d)i and
βr(d)i,r(d)i+1

denote the probability of packet loss in the path
from s to r(d)i and the path from r(d)i to r(d)i+1, respec-
tively. (1 − βs,r(d)i) denotes the probability of having no
packet loss in the path from s to r(d)i. Furthermore, βs,r(d)i

and βr(d)i,r(d)i+1
in Equation (3) are derived as Equation (1)

and node r(d)|R(d)|+1 is used to denote destination d.
The recovery cost of a destination is the total recovery

cost resulting from its all potential recovery paths, which
are dominated by the recovery proxies. For example, desti-
nation d6 has three recovery paths with the recovery proxies
s1, r1, and r4, respectively, in Fig. 1(d). Thus, the recovery
cost of d6 is composed of three parts, which is related to the
three recovery proxies. For any one part, the recovery cost
is equal to the probability of adopting the recovery proxy
times the transfer cost of the corresponding recovery path.
Finally, the entire recovery cost of the ReMUS problem is the
total recovery cost of all destinations.

2.4 Problem Formulation
After presenting the definition of the ReMUS problem and
designing effective recovery models, we then formally char-
acterize the ReMUS problem, which can capture the com-
plicated impact of settings and usage of uncertain sources
and recovery nodes on the total cost of the desired multicast
forest.

We use an undirected graph G(V,E) to denote the net-
work topology. S denotes the set of sources, and D denotes
a group of destinations. F denotes the set of links employed
by a multicast forest for the ReMUS problem. For any node v
in G, let Nv denote the set of neighbor nodes of v in G. A bi-
nary variable eu,v denotes whether there is an edge between
any node pair of u and v in V . Another binary variable τu,v
denotes whether the edge eu,v is in F . A feasible multicast
forest should ensure that each destination can reach at least
one source. A binary variable Pu,v denotes if there is a path
from u to v in F . If Ps,d=1, source s will transfer the data to
destination d. To ensure there is only one path from a source
to a destination, variable πd,(u,v) is needed to denote if edge
eu,v is in the path from source s to destination d in F . The
multicast forest F is just the combination of those paths to
all destinations. c(eu,v) denotes the cost of link eu,v , where
c(eu,v)≥0. c(Pu,v) denotes the transfer cost of path Pu,v and
is equal to the sum of the cost of all edges in the path.

To calculate the recovery cost of a multicast forest, κd

denotes the recovery cost of any destination d in F , which
is calculated in Formula (4).

κd = c(Pr(d)1,d)× ηd,r(d)1 + c(Pr(d)2,d)× ηd,r(d)2 +

· · ·+ c(Pr(d)|R(d)|,d)× ηd,r(d)|R(d)| ,∀d ∈ D (4)

Equality (4) shows the recovery cost of each destination.
For each destination d, there are multiple feasible recovery
paths, resulting from those corresponding recovery proxies
of destination d. The recovery cost of destination d is equal
to the sum of the recovery cost from all its recovery proxies
based on the recovery model in Section 2.3.2.

For any node u, a binary variable ρu denotes whether
it is a recovery proxy. ρu=1, if and only if u is a recovery
node or a source. Let C denote the set of all recovery nodes.

As aforementioned, R(d) records the set of recovery proxies
of destination d. The recovery proxy r(d)i is in the path
Ps,d, r(d)i∈R(d), 1≤i≤|R(d)|. That is, node r(d)i will re-
transfer lost packets to destination d when r(d)i has cached
the lost packets loss occurs and r(d)i+1 has not cached
those packets. Pr(d)i,r(d)i+1

denotes the sub path between
r(d)i and r(d)i+1 in the path from s to d. ηd,r(d)i denotes
the probability of adopting the recovery proxy r(d)i to
recover destination d, and the corresponding recovery path
is Pr(d)i,d. The value of ηd,r(d)i is calculated as Equation (3).

Therefore, the objective function of the ReMUS problem
is given by

min{
∑

eu,v∈E

cu,vτu,v + α
∑
d∈D

κd}. (5)

That is to derive out a feasible multicast forest, which can
minimize the transfer cost and the recovery cost. The trans-
fer cost is equal to the sum cost of all employed links by the
multicast transfer. The recovery cost of the ReMUS equals
to the sum of the recovery cost of all destinations, where
α is a regulative parameter. The above formulation is a
Non-Linear Programming (NLP) model, because cu,v is not
sure if it is an integer and κd consists of the product of the
retransfer cost and the retransfer probability. Meanwhile, to
ensure a practical and feasible multicast forest, the following
constraints should be satisfied.

τu,v ≤ eu,v (6)∑
v∈Ns

πd,(s,v) = 1,Ps,d = 1, ∀d ∈ D, ∃s ∈ S (7)

∑
u∈Nd

πd,(u,d) = 1, ∀d ∈ D (8)

∑
u∈Nv

πd,(u,v) =
∑
u∈Nv

πd,(v,u),

∀d ∈ D, ∀u ∈ V, v ̸= s, v ̸= d (9)

πd,(u,v) ≤ τu,v, ∀d ∈ D (10)∑
s∈S

Ps,d = 1, ∀d ∈ D (11)

ρu = 0,∀u /∈ {C ∪ S} (12)

{eu,v, τu,v, πd,(u,v), ρu,Pu,v} ∈ {0, 1},
∀u ∈ V, ∀v ∈ V, ∀d ∈ D, ∀s ∈ S (13)

The constraint of multicast. Inequality (6) ensures that
all links in the resultant multicast forest F come from the
link set E. Constraints (7), (8) and (9) ensure that a pair of a
source and destination are reachable along only one path in
the forest F . Equality (9) can guarantee the connectivity and
uniqueness of the path. Constraint (10) means that τu,v must
be 1 when edge eu,v is added into the path from a source
to a destination. For each destination, equality (11) ensures
that it only reaches one source. The multicast forest F is just
the combination of such paths to all destinations.

The constraint of recovery. Equality (4) shows the re-
covery cost of each destination. Constraint (12) means that
ρu=0, if u is neither in set C nor in set S. If and only if node
u is a employed recovery node or the used source in F ,
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Algorithm 1 SR-based building method of multicast forest.
Require: G(V,E), S, D, α and β.
Ensure: multicast forest, F

1: for i=1 to |D| do
2: Pi ← shortest paths from di to S;
3: for j=1 to |S| do
4: C(Pi)j ← the total cost of Pij ;
5: end for
6: P ← find(Pi,min{C(Pi)});
7: F ← F ∪ P ;
8: end for
9: return multicast forest, F ;

ρu=1. Constraint (13) indicates that eu,v , τu,v , ϕd,s, πd,(u,v),
ρu, and Pu,v are binary variables.

In the objective function (Formula 5), α=0 means that it
is unnecessary to consider the recovery cost of the ReMUS
problem. Furthermore, the ReMUS problem becomes the
multicast problem with uncertain sources when α=0. Note
that the Steiner minimum tree problem of a traditional mul-
ticast with one source is NP-hard in graph theory [13]. The
multicast problem with uncertain sources is more difficult
than that of a single source, due to the flexible usage of
uncertain sources. It has been shown that the multicast prob-
lem with uncertain sources is also NP-hard [7]. Therefore,
when α ̸=0, the ReMUS problem is more challenging.

3 EFFICIENT SOLUTIONS OF REMUS
The settings and usage of uncertain sources and recovery
nodes jointly dominate the performance of the ReMUS prob-
lem. In the follows, we first design a source-based multicast
method to solve the problem by exploiting the flexibility of
sources, when no recovery node exists in the network. Fur-
thermore, we design a general multicast method to jointly
exploit the benefits of uncertain sources and recovery nodes
when recovery nodes have been deployed in networks.

3.1 Source-based building method of multicast forest
Here, we consider a multicast transfer with uncertain
sources in the network, where there are no recovery nodes.
Accordingly, we propose a source-based method to find the
routes of a multicast forest and adopt the source-based re-
covery model in Section 2.3.1 to solve the ReMUS problem,
which is called SR-based multicast method. Meanwhile,
it is worth noting that multiple sources can be exploited
to reduce the transfer cost as well as the recovery cost.
According to the previous analysis, it is not necessary to
employ all sources for the ReMUS problem. Thus, it is very
important to pick sources from all potential sources. Those
employed sources will affect the performance of multicast
forest. Meanwhile, different sources will incur a different
total cost of the ReMUS. We need to select the sources, which
incur the minimal total cost of ReMUS.

To solve the ReMUS problem, a simple method is to find
the nearest source for each destination. However, the nearest
source to the destination is not sure to incur the least transfer
cost when each link has a different transfer cost. Moreover,
the source that can incur the least transfer cost does not
mean to bring the minimal recovery cost because each link
has a different probability of packet loss. Given a network,

when modeled as an undirected graph, we set the transfer
cost of each link as its weight. In the weighted graph, the
shortest path between nodes u and v incurs the lowest
transfer cost while delivering content along the selected
path.

However, for the source-based recovery model, the re-
covery cost of a destination is equal to the transfer cost of
the path times the probability of packet loss on the path.
Although the shortest path can ensure the lowest transfer
cost, the associated recovery cost is not always the lowest
since the probability of packet loss may be non-minimal.
Even though we suppose each link has the same probability
of packet loss to simplify the problem, The weighted short-
est path still does not mean the minimal recovery cost. The
recovery cost of a selected path is related to the number of
links, the transfer cost of each link and the probability of
packet loss in these links.

To construct the multicast forest, we design an efficient
strategy to find a proper source for each destination. For
each destination, we first compute the shortest paths from
the destination to all sources. Second, for each of the shortest
paths, we calculate the total cost, including the transfer cost
and the recovery cost. Third, we select the shortest path with
the lowest total cost for each destination. Inspired by the
above analysis, we design the SR-based method to build
the desired multicast forest. Algorithm 1 reports the details
of the SR-based method. The basic insight is to select the
optimal path for each destination using the above strategy.
The multicast forest F can be derived by combing those
resultant paths of all destinations. When a destination meets
packet loss, the related source will retransfer the lost packets
to their destinations based on the recovery model in Section
2.3.1. Therefore, the SR-based method can achieve a reliable
and bandwidth-efficient multicast transfer.

Additionally, when the transfer costs of all links are the
same, the shortest path between two nodes can be simplified
to find the path with the least number of links. Furthermore,
if all links face the same probability of packet loss, the
shortest path also incurs the minimal recovery cost at the
same time. In this case, Algorithm 1 will still be efficient
and find the shortest path for each destination.

Time Complexity. The time complexity of calculating the
shortest paths from a node to all other nodes in the network
is O(|V |2). Thus, in Algorithm 1, the time complexity of
Step 2 is O(|V |2). The time complexity of the loop in Step
3 is O(|S| × |V |). The time complexity of Step 6 is O(|V |).
Then, the time complexity of the loop in Step 1 is O(|D| ×
|V |2). Therefore, the entire time complexity of Algorithm 1
is O(|D| × |V |2).

3.2 A general building method of multicast forest

When there are recovery nodes in the networks, we can
adopt the recovery model in Section 2.3.2. Assume that
recovery nodes are deployed in advance and their locations
are fixed. The general building method of the multicast
forest needs to consider the locations of recovery nodes and
sources. Meanwhile, it also takes the shared links between
multiple destinations into account.

Impact of recovery nodes. Our observations show that
the quantity and locations of recovery nodes can affect the
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Fig. 2. Routing paths from s to d under different settings of recovery
nodes.

s1 s2 s3

r1 r2 r3 r4

d

P(A) P(B) P(C)

Fig. 3. Shortest paths from all sources to a destination.

recovery cost of the ReMUS. Assume that the transfer cost of
each link is 1 and the packet loss probability of each link is
0.1 in Fig. 2. We then compare the recovery cost of different
multicast paths.

When a destination fails to receive some packets, it will
bring the recovery cost during the recovery process. In Fig.
2(a), source s will retransfer lost packets to destination d
since no recovery nodes exist on the path. Therefore, the
recovery cost of destination d is 4×(1−0.94)=1.3756 under
the source-based recovery model. In Fig. 2(b), destination d
has two recovery proxies, source s and recovery node A, to
retransfer lost packets. When packet loss occurs in the path
from s to A, it is essential to retransfer lost packets to d
from source s. However, recovery node A can be exploited
to retransfer lost packets to d when packet loss occurs in
the path from A to d. Based on Formula (4), c(Ps,d)=4,
ηd,s=0.1, c(PA,d)=3, ηd,A=1− 0.93. Thus, the recovery cost
of destination d is 4× 0.1 + 3× 0.9× (1− 0.93)=1.1317.

By comparing the recovery cost of destination d in Fig.
2(a) and Fig. 2(b), we can see that the new recovery node
can be utilized to reduce the recovery cost. Similarly, the
recovery cost of destination d in Fig. 2(c) and Fig. 2(d) are
1.0678 and 0.9778, respectively. By comparing Fig. 2(b) and
Fig. 2(c), we can see that the locations of recovery nodes
also affect the recovery cost of destination d where there
are two recovery nodes in both Fig. 2(b) and Fig. 2(c). The
recovery cost of ReMUS consists of the recovery cost of all
destinations. Therefore, the locations of recovery nodes can
indirectly affect the recovery cost of ReMUS. Furthermore,
more recovery nodes lead to less recovery cost, comparing
Fig. 2(d) with Fig. 2(b) and Fig. 2(c).

The design of Algorithm. The building process of a
multicast forest needs to consider the recovery nodes, thus
the method is also called the RN -based multicast method.

As shown in Algorithm 2, F records the multicast forest
derived by the algorithm and is empty initially. The RN -
based method firstly finds those shortest paths, P (A), from

Algorithm 2 RN -based building method of multicast forest.
Require: G(V,E), source set S, destination set D, recovery set

C, probability of packet loss β, and α.
Ensure: multicast forest, F .

1: for i=1 to |C| do
2: calculate shortest paths P (A) from ri to S;
3: end for
4: for i=1 to |D| do
5: calculate shortest paths P (B) from di to S;
6: for j=1 to |S| do
7: C(B)j ← addedCost(P (B)j , C, F2, α, β);
8: end for
9: calculate shortest paths P (C) from di to C;

10: for k=1 to |C| do
11: P (A+ C)k ← P (A)k ∪ P (C)k;
12: C(A+ C)k ← addedCost(P (A+ C)k, C, F2, α, β);
13: end for
14: P (D)← find(P (B)∪P (A+C),min{C(B)∪C(A+C)});
15: F ← F ∪ P (D);
16: end for
17: return multicast forest, F ;

each recovery node to all sources. Secondly, for each destina-
tion d, it needs to find the shortest paths, P (B), from d to all
sources. Then, the RN -based method will compute all the
shortest paths, P (C), from d to all candidate recovery nodes.
For destination d, Fig. 3 shows the sets of paths P (A), P (B),
P (C). It is worth noting that adding the shortest paths P (A)
and P (C) into the multicast forest F independently will
result in that some destinations fail to receive the data.
It is because that, when a shortest path in P (C) from a
destination to a recovery node is added into the multicast
forest, the recovery node could not be connected to any
one source. Therefore, to ensure that each destination can
receive the data from a source, it is necessary to combine
P (A) and P (C) as another set of shortest paths, P (A+ C).
For a destination, each shortest path in P (A + C) contains
at least one recovery node.

The main idea of Algorithm 2 is to select the path for
each destination from P (B) and P (A + C). All selected
paths between destinations and sources constitute the multi-
cast forest F where Algorithm 2 adds the selected paths into
F one by one. It is worth noting that there are some common
links among different paths for those destinations. That
is, when selecting a path for a destination, the candidate
paths could have some shared links with F . For example,
when adding a path to destination d into F , the total cost
of multicast forest F increases, and that will produce the
added total cost. More precisely, the total cost of a path
is the cost of all links in a newly selected path, and the
added total cost of that path is the cost of those links
in the path not including the links that have been in F .
Therefore, the selection strategy of Algorithm 2 is to pick the
path that has the minimum added total cost instead of the
path that has the minimum total cost for each destination.
Then, Algorithm 2 adds the selected paths for destinations
into the multicast forest F . For the paths in P (B), it is
necessary to calculate the added total cost by calling the
function addedCost() shown in Algorithm 3, while adding
the shortest path into F . Similarly, for each path in P (A+C),
we will compute the added total cost. The path that has the
lowest added total cost will be selected. Finally, Algorithm
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Algorithm 3 addedCost(P,C, F, α, β).
Require: path P , recovery set C, multicast links F and proba-

bility of packet loss β.
Ensure: added total cost, Acost

1: links← {F ∪ P} − F ;
2: Tcost=c(links);
3: temp=intersect(P,C);
4: if isempty(temp) then
5: Rcost= the recovery cost of path P ;
6: else
7: find the locations of recovery nodes in the path P ;
8: temp=temp ∪ s
9: for i=1 to |temp| do

10: Rcost ← Rcost+the recovery cost of recovery path
from tempi to d;

11: end for
12: end if
13: Acost=Tcost+ α×Rcost;
14: return added total cost, Acost;

2 returns the multicast forest F .
Algorithm 3 plots the details about how to compute the

added total cost while adding path P into the multicast
forest F . P denotes a path from source s to destination d.
The added total cost Acost consists of the added transfer
cost Tcost and the added recovery cost Rcost. The function
addedCost() firstly derives the added links, which are in
P but not in F , and then computes the transfer cost of
such links, which equals to Tcost. Secondly, the function
identifies the recovery nodes in path P . If there are no
recovery nodes in path P , it is essential to adopt the source-
based recovery model described in Section 2.3.1. Thirdly, we
need to get the locations of recovery nodes in path P when
there exist recovery nodes. Fourthly, Algorithm 3 calculates
the recovery cost Rcost of destination d based on Equation
(4). Finally, after achieving Tcost and Rcost, we can get the
added total cost Acost of path P .

After building a desired multicast forest using Algorithm
2, all employed sources and recovery nodes will be utilized
to realize the reliable multicast transfer. When a destination
fails to receive data, the nearest source or recovery node will
retransfer lost packets. If the nearest recovery proxy has also
not received those packets, it tries to receive packets from a
previous recovery proxy. In other words, when a destination
fails to receive some packets, the upstream nearest recovery
proxy caching those lost packets will retransfer those pack-
ets to the destination.

Time Complexity. It is well known that Dijkstra’s algo-
rithm is an algorithm for finding the shortest paths between
nodes in a graph. Given a node, the time complexity for
finding the shortest path between two nodes is the same
as the time complexity for finding the shortest paths from
the node to all the other nodes and is O(|V |2) where V is
the number of nodes in the network. Therefore, the time
complexity of the first loop in Algorithm 2 is O(|C| × |V |2).
The time complexity of function addedCost(P,C, F, α, β)
is O(|V |), and then, the time complexity of steps 6 and 10
are O(|S| × |V |) and O(|C| × |V |), respectively. The time
complexity of steps 5 and 9 is O(IV I2). Therefore, the time
complexity of the second loop in line 4 is O(|D| × |V |2). In
summary, the time complexity of Algorithm 2 is O((|C| +
|D|)× |V |2).

3.3 Discussion

Some actual problems need to be carefully designed after
two building methods of the multicast forest are proposed.
In this section, we concentrately discuss the network dy-
namics, the packet loss detection and the packet loss ratio.
Uncertain sources bring new challenges and opportunities
to those problems.

Network dynamics. The multicast forest is constructed
based on the network state at that time. After that, when
the network performance and loads change, it is not re-
quired to reconstruct the multicast forest, but could cause
the retransmission of packets. Meanwhile, the change of
the recovery nodes will not result in the reconstruction of
the multicast forest. However, when the sources and the
destinations change, the multicast forest will also change.
Recall that the multicast forest includes multiple multicast
trees. The advantage of ReMUS is that the change of sources
and destinations in a multicast tree will not affect other
multicast trees. For example, when an employed source
node departs, the control plane just needs to find a new
source for the affected destinations. The join of a new
source has no influence on the multicast forest. Furthermore,
when a new destination joins the network, the control plane
inserts the new destination to an appropriate position in
one multicast tree that is nearest to the new destination.
The new destination starts to get data from the multicast
tree and the buffer of its recovery nodes. Note that ReMUS
does not guarantee that the newly joined destination can
receive the data from the first byte of the multicast session
before its join. Moreover, the new destination will not have
an influence on the destinations in other multicast trees of
the multicast forest. When a destination leaves the multicast
session, only the multicast tree with the leaving destination
will be updated.

Packet loss detection. Each packet is assigned with a se-
quence number. When a receiver fails to receive a sequenced
packet, the receiver forwards a negative acknowledgment
(NAK) message [14] according to the following way. First,
when a receiver detects the packet loss, it sends a NAK
to the upstream recovery node. If the recovery node has
received the lost packet, it will retransmit the lost packet
to the receiver. Otherwise, the recovery node will continue
to forward the NAK to its upstream recovery node. When
there exist no recovery nodes, the NAK will be directly
forwarded to the source node. The recovery nodes are closer
to the destination than the source. Therefore, the recovery
nodes save the bandwidth not only for the loss packet
retransmission but also for the NAK messages.

Packet loss ratio. The multicast forest of ReMUS is
closely related to the packet loss ratio. The source can exploit
the links with less packet loss ratio to transfer data. Mean-
while, the source neighboring the links with less packet
loss achieves also a greater possibility to be employed for
the ReMUS. Based on the packet loss ratio recorded by the
historical statistics, the parameter β can be further adjusted
in Section 2.3. Meanwhile, the retransmitted packets may
also suffer from the packet loss, which also can be recorded
to improve the multicast forest. Furthermore, when the
packet loss ratio of some employed links goes up to a certain
threshold or the packet loss is incurred by the link failures,
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it is essential to adjust the employed links.
In addition, the control plane has the global network

view and decides the routes for flows in SDN [15][16]. Based
on this design, the control plane can conquer the utilization
of links and the packet loss ratio, which occurs in links. It is
feasible to record the occurrence of the packet loss, and then
get the packet loss ratio in SDN. The link failures can be
detected by the control plane. The adjusted multicast forest
can be achieved through that the control plane inserts or
deletes some routing rules. The adjusting objectives are to
ensure all destinations can receive data and minimize the
adjusting to the existing multicast forest.

4 PERFORMANCE EVALUATION

In this section, we first introduce the experimental set-
ting. Then, we conduct massive experiments to evaluate
the performance of our SR-based and RN -based methods
comparing with the modified RAERA method [6], under
varied settings of networks and multicast transfers.

4.1 Experiment setting

The setting of networks. We simulate our algorithm in
the real backbone network of Internet2 [17]. Moreover, we
also evaluate our algorithm in large representative Fat-tree
networks of production data centers [18] with thousands
of nodes and links to test the scalability of the proposed
algorithm. Based on the statistic data [19], [20], we set the
packet loss rate of each link from 1% to 10%. The recovery
processes may also suffer from packet loss. The sources,
destinations, and candidate recovery nodes are chosen ran-
domly from each network. To eliminate the influence of this
random selection, each simulation result is averaged over
100 samples.

Compared methods. We compare three different reliable
multicast methods including our SR-based method, RN -
based method and the modified RAERA method (MR-
method). RAEAR [6] is proposed to find the reliable mul-
ticast routing for the multicast with only one source in
software-defined networks. RAEAR firstly builds a tree
structure, which is composed of all shortest paths from one
source to all destinations. Then, it iteratively re-routes some
involved destinations on the resultant tree to reduce the
tree cost. Meanwhile, it is essential to ensure that there is
at least one recovery node on the path from the source to
each destination during the re-routing process [6]. Under
uncertain sources, we further modified the RAEAR method,
called MR-method. The MR-method is to build multicast
trees from each source to all destinations using the RAERA
method [6], and then selects the multicast tree with the
minimal total cost for a multicast transfer.

Performance metrics. The evaluation metric is the total
cost of ReMUS, which consists of the transfer cost and the
recovery cost. For any setting of ReMUS, the three methods
would generate different multicast forests. Accordingly, we
can calculate the transfer cost, the recovery cost and the
total cost of such resultant multicast forests. The total cost
of a multicast forest can be calculated by Formula (5) and
is composed of the transfer cost and the product of α and
the recovery cost. When α=1, the total cost is the sum
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Fig. 4. The impact of β on the performance of the three methods under
the Internet2 topology.

of the transfer cost and the recovery cost. Without loss of
generality, we suppose that the transfer cost of each link is
1. However, our models and algorithms can apply to the
situation where each link has a different transfer cost.

4.2 Experiments on Internet2
Assuming α=1, which means recovery cost obtains the
same weight as transfer cost, and the total cost is equal to
the sum of transfer cost and recovery cost. Unless otherwise
specified, we set the number of sources, destinations and
recovery nodes to 3, 10 and 10, respectively. Additionally,
the probability of packet loss β is an important parame-
ter because it indicates the expectation of recovery for a
destination. Without losing generality, we suppose that the
probability of packet loss β in each link is the same.

4.2.1 Impact of the probability of packet loss β

To evaluate the impact of link failure possibility β on the
performance of three methods, we conduct experiments,
while varying β from 0 to 0.1 with the interval of 0.01.

Fig. 4 shows the impact of β on the transfer cost, recovery
cost and total cost of the three methods given that α=1. In
Fig. 4(a), the recovery cost increases with the increase of β.
Comparing these costs of our RN -based method, SR-based
method and the MR-method, it’s remarkable to see the in-
creasing trend of the total cost when β increases in Fig. 4(b).
However, the change in transfer cost is modest. When β=0,
the recovery cost of the three methods is 0 because there are
no lost packets. Moreover, we can see that the transfer cost
of the multicast forest derived by our RN -based method is
the lowest compared with the SR-based method and the
MR-method. Our RN -based method adopts more sources
than the MR-method and better selecting strategy than SR-
based method.

Comparing the recovery costs of the three methods in
Fig. 4(a), our RN -based and SR-based algorithms are more
effective than the MR-method without the change of β.
Fig. 4(b) also shows that our RN -based method gets less
total cost, owing to its smaller transfer cost compared to the
SR-based method. In conclusion, the recovery cost increases
with the increase of β, and our RN -based method achieves
the lowest total cost when β changes. Without losing gener-
ality, we will set α=1 and β=0.1 in the next evaluations.

4.2.2 Impact of the number of sources
In this section, we change the number of sources from 1 to 10
with the interval of 1. Without changing other parameters,
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Fig. 5. The impact of the number of sources on the performance of the
three methods under the Internet2 topology.
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Fig. 6. The impact of the number of destinations on the performance of
the three methods under the Internet2 topology.

Fig. 5 shows that the impacts of increasing number of
sources on both the recovery cost and the total cost are
significant for our SR-based and RN -based methods.

The increasing number of sources has a slight influence
on the performance of the MR-method because it only
employs one source for multicast transfer. When there is
only one source, the MR-method achieves a lower transfer
cost than the SR-based method in Fig. 5(a). However, as the
number of sources increases, the performance of our SR-
based and RN -based methods improve rapidly. Further-
more, Fig. 5(b) shows that our RN -based method achieves
the lowest total cost because it considers the locations of the
recovery nodes and effectively reduces the recovery cost of
ReMUS. For our SR-based and RN -based methods, their
recovery costs reduce rapidly to a quarter of the transfer
costs (respectively) when sources increase to 10 in Fig. 5(a).
After that, the number of sources increases to 8 and the
total costs of our RN -based and SR-based methods slowly
decrease in Fig. 5(b). The facts also reflect that it is not
necessary to use all sources in the multicast transfer.

4.2.3 Impact of the number of destinations
Without changing other parameters, we test the impact of
the number of destinations on the performance of three
methods where the number of destinations increases from
10 to 30 with the interval of 2.

Fig. 6 plots that the transfer cost, recovery cost and total
cost of the three methods increase with the increase of the
number of destinations. Fig. 6(a) shows that the recovery
cost is significantly influenced by the quantity of destina-
tions, especially for the MR-method. The recovery cost of
the MR-method intensively changes when the number of
destinations increases. Meanwhile, MR-based has always
the highest total cost in Fig. 6(b). The changing trend of
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Fig. 7. The impact of the number of recovery nodes on the performance
of the three methods under the Internet2 topology.
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Fig. 8. The impact of the variable α on the total cost of the three
methods.

the total cost for the RN -based method is similar to the
trend of the SR-based method. The transfer costs of SR-
based method and RN -based method are almost the same
and slowly increase in Fig. 6(a). Fig. 6 shows that our
RN -based method works effectively because it achieves
the minimal total cost. Additionally, the MR-method has
a modest performance because it only uses one source and
limits that there must be at least one recovery node in paths
from the source to the destinations.

4.2.4 Impact of the number of recovery nodes
We evaluate the impact of recovery nodes on the perfor-
mance of three methods where the number of recovery
nodes increases from 5 to 20 with the interval of 2.

As shown in Fig. 7(a), the cost under the SR-based
method remains steady when the number of recovery nodes
increases because it applies to the sources-based recovery
and has nothing to do with those recovery nodes. However,
the MR-method and our RN -based method utilize those
recovery nodes to reduce the multicast cost, hence their costs
decrease when the number of recovery nodes increases.
The decreasing trend for the RN -based method is not very
obvious, it is because that the cost for our RN -based method
is low. Meanwhile, we can see that our RN -based method
achieves the lowest transfer cost, recovery cost and total
cost from Fig. 7(a). Furthermore, Fig. 7(b) shows also that
our RN -based method achieves the minimal total cost, and
its total cost continues to decrease when the number of
recovery nodes increases.

4.2.5 Impact of variable α

We evaluate the impact of the variable α on the total cost
of the three methods where α changes from 0 to 1 with
the interval 0.1 and from 1 to 10 with the interval 1. Fig.
8 shows that the total cost of three methods all go up
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Fig. 9. The impact of the network size on the performance of the three
methods under datacenter networks.

with the increase of α. However, our RN -based method
always incurs the lowest total cost among the three methods
without the value of α. Fig. 8 shows that our SR-based
method achieves a lower total cost than the MR-method.
Fig. 8 also reveals that our RN -based method has a better
performance than the SR-based method.

In conclusion, we evaluate three reliable multicast meth-
ods under Internet2. Our RN -based method obtains the
lowest recovery-costly multicast forest, and the multicast
derived by our RN -based method always incurs the lowest
total cost. Although Internet2 is a real network topology,
its scale is not enough large. Thus, we further evaluate the
three methods under large-scale networks with the Fat-tree
topology [18] in the next section.

4.3 Experiments on datacenter networks
It is well known that data centers are infrastructures of cloud
computing and big data. To evaluate the performance of our
RN -based and SR-based methods in data centers, we select
the typical topology of data centers, the Fat-tree architecture.
Unless otherwise specified, we set the number of sources,
destinations, recovery nodes and switches in the network to
10, 200, 600 and 1000, respectively. Given α=1 and β=0.1,
we randomly set the locations of sources, destinations and
recovery nodes in each round of the experiments.

4.3.1 Impact of the network size
We evaluate the impact of the network size on the perfor-
mance of the three methods. The network size is reflected by
the number of switches in the network, where the number
of switches increases from 1000 to 3000. Fig. 9 shows that
the transfer cost, recovery cost and total cost increases as
the network size expands. Especially, the recovery cost of
MR-method increases fast and evidently in Fig. 9(a). the
recovery cost of the MR-method is the highest. However,
Fig. 9(a) reveals that our RN -based method achieves the
lowest recovery cost. The transfer costs of the three methods
have a small increase in Fig. 9(a). Meanwhile, Fig. 9(a) shows
that our RN -based method achieves the lowest transfer cost.
Hence, the total cost of our RN -based method is lower than
that of SR-based method and the MR-method in Fig. 9(b).

4.3.2 Impact of the probability of packet loss β

Under the previous settings, there are 1000 switches in the
network with Fat-tree topology. We evaluated the impact
of β on the recovery cost, transfer cost and total cost of
the three methods where the probability of packet loss β
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Fig. 10. The impact of β on the performance of the three methods under
datacenter networks.
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Fig. 11. The impact of the number of sources on the performance of the
three methods under datacenter networks.

increased from 0 to 0.1. Fig. 10(a) shows that our solutions
are always better than MR-method in terms of recovery
cost. Moreover, the recovery cost of MR-method is not
only the highest but also the fastest-increasing among all
recovery costs. The impact of β on the transfer costs of three
methods is modest in Fig. 10(a). Meanwhile, the recovery
costs of three methods increase when the probability of the
packet loss β increases. The lowest total cost is achieved by
our RN -based method without the value of β in Fig. 10(b).

4.3.3 Impact of the number of sources
We evaluated the impact of the number of sources on
the recovery cost, transfer cost and total cost of the three
methods where the number of sources increases from 1 to 10.
The recovery cost of the SR-based method decreases rapidly
as the number of sources increases in Fig. 11(a). Fig. 11(a)
also shows that these costs of the MR-method almost keep
stable with the increasing of the number of sources because
it’s used for single-source multicast. Fig. 11(a) shows that
the MR-method achieves better performance than our SR-
based method when there is only one source. However,
with the increasing of the number of sources, our SR-
based method has a significant improvement. Meanwhile,
the performance of our RN -based method is always the best
and incurs the lowest recovery cost and transfer cost in Fig.
11(a). Fig. 11(b) reveals that our RN -based method achieves
the lowest total cost among the three methods without the
number of sources.

4.3.4 Impact of the number of destinations
We compare the recovery cost, transfer cost and total cost
only varying the number of destinations from 100 to 400.
We set the number of recovery nodes to 550 rather than 600
in order to ensure the total number of sources, destinations
and recovery nodes is not larger than that of switches.
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Fig. 12. The impact of the number of destinations on the performance of
the three methods under datacenter networks.
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Fig. 13. The impact of the number of recovery nodes on the performance
of the three methods under datacenter networks.

Fig. 12 shows that the increase of the number of desti-
nations causes the increase of these costs of the three meth-
ods. Fig. 12(a) reveals that the recovery costs are heavily
influenced by the quantity of destinations and have faster
increases than the transfer costs. Meanwhile, our RN -based
method incurs the lowest recovery cost which is almost half
of that of the MR-method in Fig. 12(a). Additionally, the
transfer costs of the three methods are similar and are far
larger than their recovery costs in Fig. 12(a). Moreover, Fig.
12(b) reveals that our RN -based and SR-based methods
always achieve lower total cost than the MR-method. The
transfer cost has a larger influence on the total cost than
the recovery cost. In result, the advantage of the RN -based
method is modest over the SR-based method in Fig. 12(b).

4.3.5 Impact of the number of recovery nodes
Without changing other parameters, we increase the number
of recovery nodes from 100 to 700. We evaluate the impact of
the number of recovery nodes on the recovery cost, transfer
cost and total cost for the three methods. Fig. 13 shows that
the recovery cost and the total cost of both the MR-method
and the RN -based method decreases when the number of
recovery nodes increases. Notably, the recovery cost of the
MR-method efficiently decreases because of the increasing
recovery nodes. However, it still has the highest recovery
cost, and the recovery costs of our two methods are still
lower than that of the MR-method in Fig. 13(a). Fig. 13(a)
also reveals that the transfer cost and the recovery cost
of the SR-based method are stable because its routing is
independent with the recovery nodes. Thus, the decreasing
trend for the RN -based method can also be observed by
the difference of the results between the SR-based method
and the RN -based method. In Fig. 13(a), the difference is
more obvious when the number of recovery nodes increases.
Note that the decreasing trend for the RN -based method is
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Fig. 14. The impact of the locations of sources and recovery nodes on
the total cost of the multicast transfer under datacenter networks.

not obvious in Fig. 13(b), it is because that the cost for the
RN -based method is low. More importantly, our RN -based
method achieves not only the lowest transfer cost but also
the lowest recovery cost.

4.3.6 Impact of the locations of sources and recovery
nodes
In this section, we evaluate the impact of the locations of
sources and recovery nodes on the performance of the mul-
ticast. Given the number of employed sources and recovery
nodes, we compare our RN -based method with the random
select method (RS-method), which randomly select the
sources and recovery nodes for each destination. Fig. 14(a)
shows that our RN -based method achieves significantly less
total cost for the multicast transfer than the RS-method. In
this case, given the number of employed sources, different
sources are employed under different multicast methods,
which incur a different multicast cost. Meanwhile, we can
see that more sources are not always to reduce the total
cost for the RS-method from Fig. 14(a). It is because that
more sources could increase more links for the multicast
transfer. Furthermore, given the number of the employed
recovery nodes, Fig. 14(b) indicates that our RN -based
method achieves also less total cost than the RS-method.
In summary, the locations of sources and recovery nodes
have an influence on the performance of multicast.

5 RELATED WORK

Traditional multicast has attracted a large amount of re-
search, which can be roughly divided into two categories.
The first one focuses on reducing the consumption of net-
work bandwidth. Many multicast services prefer to deliver
the same content to a group of destinations along a shortest-
path tree, such as PIM-SM [3]. Such methods, however,
are not bandwidth-efficient since each of those shortest
paths is calculated independently. The Steiner minimum
tree (SMT) [21] is more promising due to the minimization
of the number of occupied links for a multicast group. Many
approximation algorithms [22], [23], [24] have been pro-
posed to solve the SMT problem, which is NP-hard. There
are also overlay Steiner trees [25], for P2P environments.
However, the design of SMT does not consider the selection
of recovery nodes. Moreover, it is just exploited for one
source and is not suitable for uncertain sources. Hu et al.
proposed a new multicast scheme with uncertain sources
for SDN, called uncertain multicast [7]. However, they did
not consider the reliability problem in their work.
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The second one aims to ensure the reliable transmission
of multicast. Nowadays, the reliable multicast becomes cru-
cial to provide reliable services for many important Internet
and datacenter applications [4]. There are some source-
based reliable multicast methods [5], which suffer from the
scalability problem since only one source node serves the
recovery requests from all destinations. A reliable multicast
can also be established at the application level, or by using
router-assist [26][27][28]. A hierarchical architecture with
on-tree recovery nodes placed between the source and the
destinations is proposed to facilitate local loss recovery
[14][29]. However, the selection of recovery nodes has not
been considered as an issue in those work. Recently, Shen et
al. proposed the Recover-aware Steiner Tree (RST) problem
[6]. It introduces at least one recovery node between the
source and each destination to facilitate local loss recovery.

SDN brings new opportunities and challenges for mul-
ticast services. Popovic et al. [30] review existing graph-
theoretical algorithms that were proposed to provide node-
redundant multicast-distribution-trees for the smart-grid
setting. Coronado et al. present SM-SDN@Play [31], an
SDN-based solution for joint multicast rate selection and
group formation in 802.11-based networks. Zhu et al.
present a sender-initiated, efficient, congestion-aware and
robust reliable multicast solution mainly for small groups
in SDN-based data centers, called MCTCP [32]. Zhang et
al. examines a video multicast orchestration scheme based
on SDN, named HCM [33], for 5G networks. Those work
just shows the advantage of SDN while considering the
multicast with a single source. However, SDN brings more
benefits for multicast with uncertain sources. When a mul-
ticast group is provided with multiple sources and recovery
nodes, they can be jointly exploited to reduce the total cost
of the ReMUS.

6 CONCLUSION

IaaS delivers Cloud Computing infrastructure to organiza-
tions, including things such as servers, network, operating
systems, and storage, through virtualization technology. In
Iaas, resources are available as a service. In this paper, we
propose a novel reliable multicast service with uncertain
sources, named ReMUS, which can efficiently reduce the
network resources consumption. The uncertain sources and
the recovery nodes jointly dominate the performance of the
ReMUS. Although finding such a ReMUS is very challeng-
ing, we design two efficient multicast methods to solve this
problem. Furthermore, we conduct extensive experiments
to evaluate the performance of our methods. The results
show the efficiency and effectiveness of our methods. This
paper makes the first step to study the reliable services of
multicast transfer under uncertain sources. We leave the
ReMUS problem with the network dynamic and the latency
guarantee as our future work.
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