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PAPER TOPIC: Wireless Sensor Networks and adjusting the transmission or sensing range of the wireless
SYMPOSIUM 2: Mobile Networking nodes. In this paper we deal with both methods. We design
a scheduling mechanism in which only some of the sensors

Abstract—This paper addresses the target coverage problem gre active, while all other sensors are in sleep mode. Also, for

in wireless sensor networks with adjustable sensing range. . sensor in the set, the goal is to have a minimum sensing
Communication and sensing consume energy, therefore efficient hil . h licati .
power management can extend network lifetime. In this paper range while meeting the application requirements.

we consider a large number of sensors with adjustable sensing In this paper we address therget coverageproblem.
range that are randomly deployed to monitor a number of The goal is to maximize the network lifetime of a power
_targe(;s. ?ince targets are redundantly covered by more sensors, constrained wireless sensor nework, deployed for monitoring
in order to conserve energy resources, sensors can be organize : . :

in sets, activated succeggively. In this paper we addregss the set of targets with known locations. We consider _a _Iarge
Adjustable Range Set Covers (AR-SC) problem that has as its number of sensors, deployed randomly in close proximity of
objective finding a maximum number of set covers and the ranges a set of targets, that send the sensed information to a central
associated with each sensor, such that each sensor set coveraode for processing. The method used to extend the network’s
all the targets. A sensor can participate in multiple sensor sets, |ifetime is to divide the sensors into a number of sets. Using

but sum of the energy spent in each set is constrained by the . .
initial energy resources. In this paper we mathematically model the property that sensors have adjustable sensing ranges, the

solutions to this problem and design heuristics that efficiently 90al iS to set up minimum sensing ranges for the active
compute the sets. Simulation results are presented to verify our sensors, while satisfying the coverage requirements. Besides
approaches. reducing the energy consumed, this method lowers the density
ractive nodes, thus reducing interference at the MAC layer.
The contributions of this paper are: (1) introduce the Ad-
justable Range Set Covers (AR-SC) problem and the mathe-
matical model, (2) design efficient heuristics (both centralized
and distributed) to solve the AR-SC problem, using linear
Wireless sensor networks (WSNs) constitute the foundatiprogramming and greedy techniques, and (3) analyze the
of a broad range of applications related to national securiperformance of our approaches through simulations.
surveillance, military, health care, and environmental mon- The rest of the paper is organized as follows. In section Il we
itoring. One important class of WSNs is wireless ad-hgsresent related works on sensor coverage problems. Section il
sensor networks, characterized byaahihocor randomsensor defines AR-SC problem and section IV presents our heuristic
deployment method [9], where the sensor location is nebntributions. In section V we present the simulation results
known a priori. This feature is required when individual senseihd section VI concludes our paper.
placement is infeasible, such as battlefield or disaster areas.
Generally, more sensors are deployed than required (compared
with the optimal placement) to perform the proposed task; this
compensates for the lack of exact positioning and improvesin this paper we address the sensor coverage problem. As
fault tolerance. The characteristics of a sensor network [gpinted out in [10], the coverage concept is a measure of the
include limited resources, large and dense networks, andjw@ality of service (QoS) of the sensing function and is subject
dynamic topology. to a wide range of interpretations due to a large variety of
An important issue in sensor networks is power scarcityensors and applications. The goal is to have each location in
driven in part by battery size and weight limitations. Mechthe physical space of interest within the sensing range of at
anisms that optimize sensor energy utilization have a grdaast one sensor.
impact on prolonging the network lifetime. Power saving tech- A survey on coverage problems in wireless sensor networks
nigues can generally be classified in two categories: scheduliagpresented in [4]. The coverage problems can be classified
the sensor nodes to alternate between active and sleep madehe following types [4]: (1) area coverage [5], [12], [13],

Keywords: wireless sensor networks, energy efficiency, sen&;
scheduling, linear programming, optimization.
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[14], [16], where the objective is to cover an area, (2) poimange of the active sensors, while maintaining the coverage
coverage [3], [2], [6], where the objective is to cover a setquirements. This method has a double impact: first it reduces
of targets, and (3) coverage problems that have the objectargergy consumption, and second it reduces interference at
to determine the maximal support/breach path that traversetha MAC layer. Sensors with adjustable sensing ranges are
sensor field [10]. available commercially [11], [14].

An important method for extending the network lifetime Compared with [3], in this paper we are also concerned with
for the area coverage problem is to design a distributed ati@signing a distributed and localized algorithm (see section IV-
localized protocol that organizes the sensor nodes in seé8s2) for the AR-SC problem. Distribution and localization are
The network activity is organized in rounds, with sensors important properties of a node scheduling mechanism, as it
the active set performing the area coverage, while all othadapts better to a scalable and dynamic topology.
sensors are in the sleep mode. Set formation is done based
on the problem requirements, such as energy-efficiency, area
monitoring, connectivity, etc. Different techniques have been

proposed in literature [5], [12], [13], [14], [16] for determining |et us assume thalV sensorss;, ss,..., sy are randomly
the eligibility rule, that is, to select which sensors will be aCtngep|oyed to coveM targetsty, to,..., tas. Each sensor has an
in the next round. In [14], the authors addressed area coveragiial energy £ and has the capability to adjust its sensing
when sensors can adjust their sensing ranges. range. Sensing range options age r,,..., 7 p, corresponding

For applications that require more stringent fault-tolerangg energy consumptions ef;, e, ..., ep.
or for positioning applications;-coverage might be a require- \we assume a base station (BS) located within the com-
ment. In [8], the goal is to determine whether a given arggunication range of each sensor. One method to compute the
satisfies thek-coverage requirement, when each point in thgansor - target coverage relationship is to consider that a sensor
area of interest is covered by at le&ssensors. Both uniform covers a target if the Euclidean distance between the sensor
and non-uniform sensing ranges are considered, anditheang target is no greater than a predefined sensing range.

coverage property is reduced to theperimeter coverage of  The formal problem definition is given below:
each sensor in the network.

A different coverage formulation is given in [10]. A pathDefinition 1: Target Coverage Problem [3]
has the worst (best) coverage if it has the property that fedven M targets with known location and an energy con-
any point on the path, the distance to the closest sensostkained WSN with/N' sensors randomly deployed in the
maximized (minimized). Given the initial and final locationdargets’ vicinity, schedule the sensor nodes’ activity such that
of an agent, and a field instrumented with sensors, authors [8f]]targets are continuously observed and network lifetime is
proposed centralized solutions to the worst (best) coverag@ximized.
based on the observation that worst coverage path lies on thdhe approach we used in this paper is to organize the
Voronoi diagram lines and best coverage path lies on Delaurggnsors in sets, such that only one set is responsible for
triangulation lines. monitoring the targets, and all other sensors are in sleep mode.

The works most relevant to our approaches are [2] and [&esides determining the set covers, we are also concerned with
One paper [2] introduces the target coverage problem, whé&giting the sensing range of each active sensor. The goal is to
disjoint sensor sets are modeled as disjoint set covers, syl @ minimum sensing range in order to minimize the energy
that every cover completely monitors all the target points. Ti§@nsumption, while meeting the target coverage requirement.
disjoint set coverage problem is proved to be NP-complete,Next we formally define the Adjustable Range Set Covers
and a lower bound df for any polynomial-time approximation (AR-SC) problem, used to solve the target coverage problem.
algorithm is indicated. The disjoint set cover problem [2] if)efinition 2: AR-SC Problem

re_duce_d to a maximum ﬂ(.)w proplem, Wh'Ch.'S then modeled &iven a set of targets and a set of sensors with adjustable
mixed integer programming. This problem is further extend %nsing ranges, find a family of set coverscy, ..., cx and

in. [.3].’ where Sensors are not restricted to _parFicipation in on etermine the sensing range of each sensor in each set, such
disjoint sets, that is, a sensor can be active in more than QP& (1) K is maximized, (2) each sensor set monitors all

set. S
h h
The coverage breach problem is introduced in [6], addre%g:;?hsgit(?%ggicerf:rr;‘;or appearing in thecsets, ..., cx

ing the case when sensor networks have limited bandwidth.

The objective of the problem is to organize the sensors inln AR-SC definition, the requirement to maximiz€ is

disjoint sets, such that each set has a given bounded numéguivalent with maximizing the network lifetime. The sensing

of sensors and the overall breach is minimized. The over#dinge of a sensor determines the energy consumed by the

breach is measured as the number of targets uncovered bys#esor when that set is activated. If a sensor participates in

sensor sets. more than one set, then the sum of energy spent has to be at
Our paper is an extension of the maximum set covemostE.

problem addressed in [3], for the case when sensor nodes caAR-SC problem is NP-complete, by restriction method [7].

adjust their sensing range. Our goal is to reduce the sensiMgximum Set Covers [3] is a special case of AR-SC problem

IIl. PROBLEM DEFINITION



@ (b)

(@ ( o
o, X 5 S .
Fig. 1. Example with three targe® = {t¢1,t2,t3} and four sensor§ = ; o) o % |
e 0 Xy X s 95
when the number of sensing ranges= 1 and when the time e 2P Xy
a sensor is active is considered to be the energy consumed. o o

Figure 1 (a) shows an example with four sensors
s1, S2, 83, 84 and three targets,, to, t3. Each sensor has two
sensing range;, v, with r; < r5. In this example we assume
a node’s sensing area is the disk centered at the sensor, with
a radius equal to the sensing range. We use a solid line to
denote range; and a dotted line for range,. The coverage
relationships between sensors and targets are also illustrated
in Figure 1 (b):(sl,rl) = {t3}, (81,7‘2) = {tl,tg}, (82,7"1) =
{t2}, (s2,m2) = {t1,t2}, (s3,71) = {ta}, (s3,72) = {ta2,t3},
(s4,71) = {t1,t3} and (s4,72) = {t1,72,¢3}. The dotted Fig. 2. Five set covers:C; = {(s1,71),(s2,m2)}, C2 =
lines in Figure 1 (b) show the additional targets covered hysi,r2), (s3,71)}, C3 = {(s2,71),(s3,72)}, Ca = {(sa,72), and
increasing the sensing range framto r,. Note that a circular ¢5 = {(s1,71), (s2,71), (s3,71)}
sensing area is not a requirement for our solution; we are just
concerned with identifying which sensors cover each target.

In this paper, a sensor can be part of more than one coverhe centralized heuristics are executed at the BS. Once the
set. Let us consider for this example = 2, e; = 0.5, and sensors are deployed, they send their coordination to the BS.
ez = 1. Each set cover is active for a unit time ®f One The BS computes and broadcasts back the sensor schedules.
solution for the AR-SC problem uses the set covers illustratggl the distributed and localized algorithm, each sensor node

in the Figure 2. This solution has five different set covers, amfégtermines its schedule based on communication with one-hop
maximum lifetime6, obtained for example with the following neighbors.

sequence of set coverSy, Cs, C3, Cy, Cs, andCy. After this
sequence, the residual energy of each sensor becomes zero.

If sensor nodes do not have adjustable sensing rantfe‘s,
then we obtain a lifetimet for a sensing range equal to In this subsection we first formulate the AR-SC problem
. Sensors can be organized in two distinct set covers, suting integer programming in section IV-A.1 and then present
as {(s1,72), (s2,72)} and {(s4,72)}, and each can be activethe LP-based heuristic in section IV-A.2.
twice. The number of times a set cover is, active depends 5.’.nlnteger Programming Formulation of the AR-SC Problem
the residual energy values. Therefore, this example shows a
50% lifetime increase when using adjustable sensing rangesiven:

« N sensor nodesy,..., sy
IV. SOLUTIONS FOR THEAR-SC FRROBLEM « M targetsty, ta,..., tar

In this section we present three heuristics for solving thee P sensing ranges;, ro,..., 7 and the corresponding
AR-SC problem. In section IV-A we formulate the problem  energy consumptiony, es,..., ep
using integer programming and then solve it usialzaxation « initial sensor energy”
androundingtechniques. In section IV-B we propose a greedy « the coefficients showing the relationship between sensor,
heuristic, where both centralized and distributed (localized) radius and targetu;,; = 1 if sensors; with radiusr,
solutions are given for computing the set covers. covers the target;.

Integer Programming based Heuristic



For simplicity, we use the following notations: 2: setj;gkp =0and¢, =0forall i =1.N,k=1.K,p=
i*" sensor, when used as index 1.P

o 1.
. j: jth target, when used as index 3: sorteg in n_onincreasing ordefy, ¢s, "_"E{K _ _
« p.  pth sensing range, when used as index 4: for all variable ¢, taken from the list in nonincreasing
« ki k' cover, when used as index orderdo
Variables: 5: if ¢, >0 then. .
bool able. fob — 1. K- cr — 1 if thi b 6: /* try to build a set cover it > 0 */
* Cx, boolean variable, fok =1..K; c; = 1 If this subset . sortz;x, , i = 1..N, p = 1..P in nonincreasing order
is a set cover, otherwisg, = 0. g for all Z... do
e iy, boolean variable, for=1..N, k = 1..K,p = 1..P; ' O ke .
b ’ ’ ' oo if Z;,, covers new targets and sengdras at least

x;kp = 1 if sensori with ranger, is in coverk, otherwise ¢, energy at the beginning of setting up the cover

Tikp = 0. ¢, then
Maximize ¢; + ... + cx 10: set up the range of sensor itg, 7, =1
subject to e else
K b, 12: E;»kp =0
21 Qo pmt Tikpep) < B foralli=1.N 13: end if
S iy < i foralli=1.N,k=1.K 14  end for
ZZ{)\L (pr Tikp * ip;) > ¢ forall k=1.K, j=1.M 15 if all targets are covered by, , having valuel then
x;:_le {OPEE’ anZ:j o éj{ofl} 16: /+ we formed a valid set cover/
e ’ 17: seté, =1
Remarks: 18: update residual energy of any sensavith range
. in c.: E,=F;, —
1) K represents an upp%r bougd for the number of covers. elgg U ‘v
2) The first ConStraintzjzl(szlxikpep) < E for any 20: sete, = 0 and resett;,, = 0 for anyi = 1..N
i = 1..N, guarantees that the energy consumed by eacPu and k —1.p ikp
sensor is less than or equal t&, which is the starting o1 end ifp h
energy of each sensor. 22: end if
. P . :
3) The second constralngpzlxikp < ¢ foranyi = 23 end for

1..N andk = 1..K, assures that, if senseris part of

the coverk then exactly one of it$> sensing ranges are

set. The heuristic starts in line 1 by solving the relaxed LP that
4) The third constrainthil(Zg’:1 Tikp * aip;) > ¢ fOr - outputs the optimal solutiorz;;, and ¢,. We round this

anyk = 1..K andj = 1..M, guarantees that each targesolution in order to get a feasible solutiarj,, and ¢ for

t; is covered by each sej,. the IP. We use a greedy approach, by giving priority to the set
covers with a largef;,. When adding sensors to a covgy,
priority is given to the sensors with largey,. We sort values

In this subsection we propose a heuristic to solve the in the nonincreasing order. In lines 8..14, we add sensors to
AR-SC problem. In section IV-A we presented the Integdhe current set covet, by adding first the sensors with higher
Programming (IP) based formulation. Since IP is NP-hard;,, values. If, later, the same sensor with a larger range is
we propose to use a relaxation and rounding mechanism. @countered, the new range setting is used if new targets are
first relax the IP to Linear Programming (LP), solve the LFeovered and if the sensor has sufficient energy resources for
in polynomial time, and themound the solutions in order to this setting. If all the targets are covered by the selected sensors

24: return the total number of set coveEkK:1 c,

2. LP-based Heuristic

get a feasible solution for the IP. in this set cover, then we sé} = 1. Otherwise, forming the

Relaxed Linear Programming: current set cover was unsuccessfg], = 0, and all of set
L k's members are removed§ , = 0 for anyi = 1.N and

Ma>_<|m|zecl +...+ck p=1.P).

subject to

The complexity of this algorithm is dominated by the linear
SE (P 2ape,) <E foralli=1.N programming solver. The best performance(ién®) using
P P B Ye’'s algorithm [15], wheren is the number of variables. In

ikp < foralli=1.N,k=1.K
Z?]’Vzl v kp = c ’ , our casen = K(1+ NP), whereP usually a small number.
Zi:l (Zp:l Tikp * aipj) >¢, foralk=1.K, j=1.M
0= iy <1 for all ;n:dLN,lk; LK, g Greedy based Heuristics
p=1. . . .
0<¢, <1 forallk = 1.K In this subsection we propose two greedy solutions for
- o the AR-SC problem. The centralized solution is given in
LP-based Heuristic subsection IV-B.1 followed by a distributed and localized

1: solve the LP and get the optimal solutiar,, andc; solution in subsection IV-B.2.



1. Centralized Greedy Heuristic

energy.

In this subsection we present a centralized greedy heurist@zntralized Greedy Algorithm

We

use the following notations: 1:

T, the set of uncovered targets within the sensing range:
rp Of sensori.

o B;,: the contribution of sensor with ranger,. B;, = 3
Tyl /e 4
o AB;,: the incremental contribution of the sensowhen
its sensing range is increasedrtp AB;, = AT;,/Ae,, &
where AT;, = |T;,| — |Ti4| and Ae, = ¢, — e,. The  6:
ranger, is the current sensing range of the sensdhus  7:

rp > rq. Initially, all the sensors have assigned a sensing:
rangery = 0 and the corresponding energyds = 0.

C}: the set of sensors in thiegh cover.

T¢,: the set of targets uncovered by the 6&t 9:

The algorithm selects sensors in a greedy fashion, basEd
on their contribution values. A contribution paramefgy, is 11
associated with each (sensor, range) pair. For brevity, in cases
of no ambiguity, we writgi, p) instead of(s;, 7). Intuitively, — 12:
a sensor that covers more targets per unit of energy shodfi
have higher priority in being selected in a sensor cover. We até
using the incremental contribution paramet®B;,, defined 15
at the beginning of this subsection, as the selection decision
parameter. 16:

In our algorithm, we are concerned not only with selecting’:
the sensors of each set cover, but also with determinid§:
their sensing ranges. Intuitively, a smaller sensing range &
preferable as long as the target coverage objective is meg;

since energy resources are conserved, allowing the sensofto

be operational longer. 22:
Our algorithm repeatedly constructs set covers, as long &%
each target is covered by at least one sensor with enouéfh
energy resources. In forming a set cover, sensors are select
repeatedly, giving priority to the sensors with highest con
tribution. We assume that initially all the sensors have be(,Q
assigned the range;, = 0. If a sensor: is selected based
on its contributionA B;,, its sensing range is increasedrip
Once the set cover is formed (e.g. all targets are covered By

set the residual energy of each senspto F, F; = E
assign to each sensar, a rangerg 0 having the
corresponding energyp, = 0
k=0
while each target is covered by at least on sensor (i, p)
andE; > e, do
/* a new set cover will be formed */
k=k+1,
Te, ={t;lj =1..m}
for each sensowrs; compute AB;, and T;,, for all
sensing ranges that can be set up with the current
residual energy
while T'¢;, # 0 do
/* more targets have to be covered */
select the sensor (i, p) with the highest contribution
value AB;;
increase sensor’s; sensing range from,, to
Te,=Tc, —Tu
for all (z,u) such thatl,, NT; # 0 do
/* update the uncovered target set and the incre-
mental contribution */
updateT,, = T, — T;
updateAB,, = AT,,/Ae,
end for
end while
for all (i,p) € C}, do
update the residual energy of sensgre; = E; —e,
end for
end while
output the number of set coveks

Qﬂm complexity of Centralized Greedy Algorithm is
n(MN2P£). The number of iterations of the while loop
(lines 4..22) is upper-bounded ny, corresponding to the
case when all the targets are covered by all sensors with range
The complexity of the inner while loop (lines 9..19) is

the selected set of sensors), the sensors with a sensing rdfgeroounded by/ N P.
greater than zero form the set of active sensors, while all otherp;stributed and Localized Heuristic

sensors with sensing rangg will be in sleep mode.
Assume that a sensdt, p) with the highest contribution

In this subsection, we extend the algorithm introduced in

AB; is selected to be added to the current set cover. Thewbsection IV-B.1 to a distributed and localized version. We
the sensoi updates its sensing range framto ;. For each use the notations introduced in the previous subsection. By
sensor node,, that covers at least one targetZh, we update "distributed and localized” we refer to a decision process at
Typu = Tpu — Ty and AB,, for any ranger, greater than €ach node that makes use of only information for a neigh-
the current sensing range of. Note that although there areborhood within a constant number of hops. A distributed and
P sensing ranges for each sensor, we maintain contributi@galized algorithm is desirable in wireless sensor networks
values only for those sensing ranges for which sufficiefince it adapts better to dynamic and large topologies.

residual energy is available. For example, if the residual energyThe distributed greedy algorithm runs in rounds. Each round
E, of the sensors, satisfies the relatior, < F, < e,41, begins with an initialization phase, where sensors decide
then we consider only the contributiodsB,., for u < q. whether they will be in an active or sleep mode during the

We present next th€entralized Greedy Algorithm that current round. The initialization phases takéstime, where

repeatedly constructs set covers as long as each targetlisis far less than the duration of a round. Each sensor
covered by at least one sensor node with sufficient residuadintains a waiting time, after which it decides its status (sleep



or active) and its sensing range, and then it broadcasts the list /* assumes;’s sensing range was set up tQ */
of targets it covers to its one-hop neighbors. The waiting timst. if r, == r¢ then
of each sensos; depends ors;’s contribution, and is set up 15: s; broadcasts its sleep state decision
initially to W, = (1 — %) x W where Bax IS the largest 16:  return
possible contribution, defined d3%,,,, = M/e;, whereM is  17: end if
the number of targets. 18: if E; < e, then

The waiting time can change during the initialization phasg9:  s; reports failure to BS, indicating the targets it cannot
when broadcast messages are received from neighbors. If cover due to the energy constraints
a sensors; receives a broadcast message from one of ig9: end if
neighbors, thers; updates the set of uncovered targ@y 21: s; broadcasts information about the set of targgs it
and sets up its sensing range to the smallest vajueeeded will monitor during this round
to cover this set of targets. The sensor contribution value #3: return
also updated taB;,,. If all s;’s targets are already covered by
its neighbors, thens; sets up its sensing range tg = 0.
The waiting time W; of the sensors; is also updated to
(1 — #2) x W. At the end of its waiting time, a sensor
broadcasts its status (active or sleep) as well as the list
targets it covers. If its sensing rangerig then this sensor

node will be in the sleep mode, otherwise it will be active . )
during this round. In this section, we evaluate the performance of LP-based

As different sensors have different waiting times, this seﬁ’-r_‘d greedy-based heuristics. We simulate a stationary network

alizes the sensors’ broadcasts in their local neighborhood &) Sensor nodes and targets randomly located 10Gan x
gives priority to the sensors with higher contribution. TheskUm aréa. We assume sensors are homogeneous and initially
sensors decide their status and broadcast their target cover'%?ﬁ@ the same energy. In the simulation, we consider the
information first. In this algorithm we use a discrete timéPrlowing tunable parameters:

window, whered is the length of the time slot. Thus, the time ¢ [V the number of sensor nodes. In our experiments we

The complexity of the Distributed Greedy Initialization
procedure i@(%NMP). This corresponds to the case when
s; receives messages froW neighbors, eachl time. The
LB}dates for each message takeM P).

V. SIMULATION RESULTS

window W has ¥ time units. If the waiting times of two vary N between25 and 250. _

sensors; ands; are too close, i.elW; — W;| < d, then the ~ * M the number of targets to be covered. It varies between
sensors that are neighbors to bathand s; cannot tell from 51050

whom the message was received, thus they will not updater £’ Sensing ranges,, s, --- ,rp. We vary P betweenl
their uncovered target set. and 6, and the sensing range values betw&ém and

We assume sensor nodes are synchronized and the protocol 60m. ]
starts by having the base station (BS) broadcast a start mes: EN€rgy consumption mode},(r,). We evaluate network
sage. If, after the initialization phase, a sensocannot cover lifetime under linear ¢, = ©(r;,)) and quadratice, =
one of the targets in the s&» and its waiting time reached ©(r;)) energy consumption models. o
the value zero, thes, sends this failure information to BS. ¢ 1ime slotd in the distributed greedy heuristid. shows
In our algorithm, we measure the network lifetime as the time ~ the impact of the transfer delay on the performance of
until BS detects the first failure. the distributed greedy heuristic. We vadybetween0.2

Next we present thBistributed Greedy Initialization , that andQ.75. ) o
is run by each sensoy;, i = 1..N during the initialization N the first experiment in Figure 3, we compare the network

phase: lifetime computed by LP-based, centralized greedy and distrib-
uted greedy heuristics when we vary the number of sensors.
Distributed Greedy Initialization We consider10 targets randomly deployed, and we vary the
1: compute the waiting timéV; and start timert number of sensors betwe@h and 100 with an increment of
2: while ¢t < W, andT;p # 0 do 5. Each sensor has two adjustable sensing rartjes, and
3. if message from neighbor sensor is receittesh 60m. The energy consumption model is linear.
4: update T;p and set-up the sensing range to the Network lifetime results returned by the heuristics are close
smallest value-, needed to cover;p and they increase with sensor density. When more sensors are
5 if T;p == 0 then deployed, each target is covered by more sensors, thus more
6: sets;'s sensing range tog set covers can be formed.
7 break; In the second experiment in Figure 4, we study the impact of
8: end if the number of adjustable sensing ranges on network lifetime.
9 updates;’s contribution toB;,, We consideri0 targets randomly distributed and we vary the
10: update the waiting timéV; to (1 — %) x W number of sensors betwed20 and 250 with an increment
11:  end if of 10. We let the largest sensing range equabton for all

12: end while cases. We compare the network lifetime when sensors support
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t i djust = , = , . . .
up_o 0 sensTg range i Justments; . 6Um, T3 5077.1 of different sensors, the centralized greedy heuristic can break
rg = 40m, r4 = 30m, r5 = 20m, andrg = 10m. A case with . e ! .
the tie arbitrarily, without any additional cost.

P sensing ranges, wher = 1..6, allows each sensor node o . ) o
to adjustP sensing ranges;, rs, .., rp. Note thatP — 1 In the distributed heuristic, breaking a tie is at the expense

is the case when all sensor nodes have a fixed sensing rafgBackoff time, and there is also no guarantee of no conflict.
with value 60rm. A~ conflict occurs when sensors broadcast at the same time

Simulation results indicate that adjustable sensing rand%sed on their contributions. Then, there might be sensors that

have great impact on network lifetime, especially when ifYorK instead of going to the sleep state, even if the targets

creasingP from 1 to 2, 3 or 4. When increasing? from 4 yvith.in their sensing range are already covered. As iIIl.Jstr_ated
sensing ranges tb or 6 sensing ranges, the network lifetime" Figure 5, the transfer delay a}lso affects the netwprk lifetime.
increases at a lower rate. Frofl = 1 to P = 2. the The longer the transfer delay is, the smaller the lifetime.
network lifetime increases with more th@0 set covers on N Figure 6 we study the impact of two energy models
average. This simulation results also justify the contribution &0 the network lifetime computed by the distributed greedy
this paper, showing that adjustable sensing ranges can greBfyristic when we vary the number of sensors betwén
contribute to increasing the network lifetime. and 200, and the number of targets 5 or 50. Each sensor

In Figure 5 we compare the network lifetime produced bjjas’ = 3 sensing ranges with valud$ym, 20m, and 30m.
centralized and distributed greedy algorithms. We measure tHe two energy models are the linear modgk= ¢, 7, and
network lifetime when the number of sensors varies betwegHadratic modet,, = c; + . In this experiment we defined
120 and250 with an increment 010 and the number of targetsconstantse; = E/2(31_ r,) and e, = E/2(30 r2),
is 50. Each sensor hassensing ranges with valué®m, 20m, WhereE = 10 is the sensor starting energy. For both energy
30m, 40m, 50m, and60m. The energy consumption model ismodels, the simulation results are consistent and indicate that
linear. We change the length of the time sldah the distributed network lifetime increases with the number of sensors and
greedy algorithm tal = 0.2, 0.5, and0.75. decreases as more targets have to be monitored.

Network lifetime produced by the centralized algorithm is In Figure 7, we give an example of coverage produced by
longer than that produced by the distributed algorithm. Thientralized and distributed heuristics. We assunmi@(@n x
happens because the centralized greedy heuristic has gldifaln area, with40 sensors an@0 targets. Each sensor has
information and can always select the sensor with the greatést= 3 sensing ranges with valueB)m, 20m, and 30m.
contribution. Also, if there is a tie between the contributiolVe use solid lines to represemi = 10m, dashed lines



B o ° VI. CONCLUSIONS

* ° In this paper we proposed scheduling models for the target
coverage problem for wireless sensor networks with adjustable
* sensing range. The problem addressed in this paper is to
+ determine maximum network lifetime when all targets are
5 S covered and sensor energy resources are constrained.
; s In this paper we introduced the mathematical model, pro-
o posed efficient heuristics (both centralized and distributed and
P 5 s localized) using integer programming formulation and greedy

: approaches, and verified our approaches through simulation.

@ In our future work we will integrate the sensor network

R . ; IS R connectivity requirement. Maintaining connectivity among the
NGl /% 2 G A I A e NG ey selected sensors has an advantage in facilitating the exchange
o e ok R of information between sensors and the base station.
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