
Directional and Explainable 
Serendipity Recommendation

Xueqi Li1, Wenjun Jiang1, Weiguang Chen1, Jie Wu2 , Guojun Wang3  and Kenli Li1

1Hunan University, 2Temple University and 3Guangzhou University

Presenter: Xueqi Li



Outline

◊ Introduction

◊DESR: The details

◊Experiments

◊Conclusions & Future Work



Outline

◊ Introduction

◊DESR: The details

◊Experiments

◊Conclusions & Future Work



An example

Introduction DESR Experiments Conclusions

◊ Accuracy-oriented 

recommendation

◊ Serendipity-oriented 

recommendation

◊ Preference direction

◊ The necessity of directional 

recommendations



An example

Introduction DESR Experiments Conclusions

◊ Accuracy-oriented 

recommendation

◊ Serendipity-oriented 

recommendation

◊ Preference direction

◊ The necessity of directional 

recommendations



Open Challenges  
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◊ What are the users’ preference directions?

◊ How to generate serendipitous recommendations with user preference 

direction?

◊ Why the items are recommended?
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The Concepts

• User Preference Direction
• from a short-term demand to a long-term preference

• Serendipity Vector
• Direction: the corresponding user preference direction

• Magnitude: the range for serendipity recommendations
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Problem Definition

• Input: 

a user set U, an item set I, a rating matrix M and a target user ut

• Output: 

a list of potential items It and the corresponding explanations

• Objective:

Maximize serendipity(It, ut) 
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Framework

◊ Long-term Preference Extraction

◊ Short-term Demand Capture

◊ Recommendation Generation

◊ Back-routing for Explanations
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Long-term Preference Extraction with GMM

Clustering Preference Extraction

μk k-th clustering center k-th long-term preference

σk the corresponding clustering level
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Short-term Demand Capture with Capsule Network
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Recommendation Generation

Determining the Magnitude
     

     S(utar ) : the scope of the long-term preferences

     F(preCap): the familiarity for preCap
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Recommendation Generation

Setting the direction
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Recommendation Generation

, Ti is the number of items related to the corresponding preference 



Back-routing for Explanations
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"The item is similar to the items, {t1, t2, ... , tE }, which you watched for a long 
time.“

"The item is similar to the items, {t1, t2, ... , tE }, which you recently watched."
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Experiments
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Experiment Settings -- Data Preprocessing
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Experiment Settings -- Baselines
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◊ RAND  a random-based method

◊ ACCLSTM    an accuracy-oriented method

◊ KFN  a serendipity-oriented method

◊ HAES  a serendipity-oriented method



Experiment Settings -- Metrics

Introduction DESR Experiments Conclusions

More details refer to the paper.

An overall metric for recommendation serendipity.



Effects of Parameters -- in metrics
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◊ Varying parameters exerts different 

impacts for most approaches, 

especially ACCLSTM and DESR.

◊ A bigger weight of acc_pre (i.e., (η, θ) 

= (1, 0.5)) makes DESR outperform 

ACCLSTM on acc.



Effects of Parameters -- in metrics
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◊ Serendipity-oriented methods (i.e., 

KFN, HAES, DESR) perform better 

on dif when a bigger weight is 

assigned to difference.

◊ DESR performs poorer than HAES 

on dif.



Effects of Parameters -- in DESR
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◊ It is hardly possible to capture 

accurate short-term demands when 

L is too big or small.

◊ The optimal value for L is 8.



Effects of Parameters -- in DESR
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◊ By increasing of mbase , the 

performance on dif becomes better  

and that on acc becomes worse.

◊ When mbase = 0.4, DESR reaches the 

best performance on AD.



Overall Comparison -- on Serendipity
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◊ DESR achieves the best 

performance on both datasets.

◊ DESR performs better on 

MovieLens-1m.



Overall Comparison -- on Diversity
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◊ The more accurate the recommendations are, the less diverse they become.

◊ DESR maximizes diversity under the premise of ensuring recommendation accuracy.



Verification on Components -- Preference Extraction
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◊ DESR increases acc_pre by at least 33.33% even when compared to ACCLSTM.

◊ DESR performs even better than other serendipity-oriented methods on accuracy.



Verification on Components -- Demand Capture
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◊ Capsule network and GRU reach the same optimal MSE on both datasets.

◊ Capsule network has a faster convergence and outperforms GRU on explainability. 



A Case Study – on Explanation Generation
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For reCap0 (Almost Famous), "The 

movie is similar to the movies, Forrest 

Gump, Life Is Beautiful and American 

Beauty, which you watched for a long 

time." 



Summary of Experiments
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◊ GMM outperforms RNN on developing a comprehensive representation on long-

term preferences.

◊ Capsule network has great potential in sequence processing.

◊ Keeping accuracy on users’ long-term preferences would improve the 

recommendation serendipity.

◊ In general, DESR achieves a better performance on AD.
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Conclusions
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◊ the reinforcement of user preference direction and explainability in serendipity 

recommendation

◊ Proposal for novel fine-grained metrics for serendipity

Future work

◊ provide more user-friendly explanations in the serendipity recommendation



Thanks!


