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Abstract—Over the past few years, developing an efficient target 
tracking system in wireless sensor networks (WSNs) has become 
a hot research topic. We propose Target Tracking with Monitor 
and Backup sensors in WSNs (TTMB) to increase the energy 
efficiency of the network and decrease target capturing time 
while considering the effect of a target’s variable velocity and 
direction. The approach is based on a face routing and prediction 
method. We use a state transition strategy, a dynamic energy 
consumption model, and a moving target positioning model to 
reduce energy consumption by requiring only a minimum 
number of sensor nodes to participate in communication, 
transaction, and sensing for target tracking. Two sensor nodes, 
namely, ‘Monitor’ and ‘Backup’, are employed for target 
tracking for each period of time. For the whole time of target 
tracking, a linked list of monitor and backup sensors are formed. 
If either monitor or backup sensor fails, this approach can still be 
survivable. Simulation results compared with existing protocols 
show better tracking accuracy, faster target capturing speed, and 
better energy efficiency. 

Index Terms - Wireless sensor networks, target tracking, 
wakeup mechanism, planarization, energy efficiency. 

I.  INTRODUCTION 
A sensor is a device that detects changes in the environment 

and records the changes. Many sensors can collaborate to form 
a wireless sensor network (WSN) which can be used to monitor 
large areas effectively. One of the most important areas where 
the advantages of WSNs can be exploited is for tracking 
mobile targets. Typical examples include establishing 
survivable military surveillance systems, environmental and 
industrial monitoring, personnel and wildlife monitoring 
systems requiring tracking schemes, capable of deducing 
kinematic characteristics such as position, velocity, and 
acceleration of single or multiple targets of interest [1]. 

We propose a novel lightweight approach to implementing 
target tracking in WSNs. So far, many protocols have been 
proposed in the literature, while some protocols are designed to 
increase the lifetime of target tracking wireless sensor networks 
[1], some others enable good localization methods with low 
energy consumption [2] and put forward some critical issues 
such as system robustness, scalability, and fault tolerance. 
Many of the protocols employ a lot of sensors for target 
detection and data transmission at the same time. If the number 
of active sensors is large, it means the tracking accuracy can be 
high; however, with high energy consumption. Our approach 
relies on accumulated information from a small number of 
sensor nodes. The approach can locate and track the target in a 

sensing area effectively. They can be achieved by employing 
low complexity prediction based cooperative tracking that 
compares the data received from different nodes. The 
comparative results with existing protocols show better 
tracking accuracy, faster target capturing speed, and better 
energy efficiency. 

The basic idea of our tracking approach is as follows. An 
entity that intends to track a target is called a tracker. A tracker 
is assumed to be a single generic source such as a mobile user 
or a respective authority. A target can be an enemy vehicle, an 
intruder, or a moving fire. Each sensor in the network has the 
capability of sensing, communicating, and computing. One of 
the active and working sensors is elected as a monitor, and 
another one is elected as a backup for fault tolerance concern. 
In the case that the monitor has any problem due to any reason, 
the backup will take the role of the monitor. 

The monitor can work at request of the tracker. When the 
tracker intends to follow a target, it queries the sensor network. 
We assume that each sensor knows all its neighbors in a spatial 
neighborhood – known as a face in face routing [3-4]. All the 
sensors in the network are periodically clock synchronized to 
be awake, active, or inactive. When a sensor receives a query 
request, it checks whether it is close to the target, if it is, it then 
becomes a monitor and informs the tracker. The tracker then 
moves toward the monitor and queries for the target 
information. If the target is still within the face, the monitor 
keeps tracking the target; at the same time, the monitor elects 
the next possible monitor as the new monitor by using our 
proposed prediction mechanism. The monitor also elects a new 
backup for fault tolerance concern. The new monitor and the 
new backup are two common sensors of both the current face 
and one of its adjacent faces. If the target has already moved 
out of the area, the monitor informs the tracker about the new 
monitor, and the tracker moves toward the new monitor.  

When the monitor finishes its task, it changes its state. This 
is also true for the backup. In this way, a special linked list of 
monitor and backup sensors will be formed as time goes on. If 
both the monitor and the backup are viewed as one logical 
node at each time step of tracking, this special linked list is 
simply a linear link of logical nodes, which stands for the 
tracking route. 

To sum up, this research contributes and improves a 
number of situations as follows. 

 The monitor locally chronicles tracking information in its 
stack and waits for the tracker. The tracker does not need 
to wait for the tracking information. 



 The monitor does not need to transmit information to all 
neighbors in a face if there is no event of a target missing. 

 After computation, the monitor does not need to send the 
location information to the tracker. It informs the tracker 
only when it gets a request. 

 By directly using predicted-next-location, we aim to 
simplify the sensor’s calculation and minimize the volume 
of messages exchanged between the monitor as well as 
the sensors and the tracker. 

The main motivation of our work is to shorten target 
capturing time and prevent the chance of target missing if 
there is any incident of node failure, routing failure, or loss of 
tracking. In real WSNs, node or link failure is often possible. 
The failures may be caused by software or hardware faults, 
environmental impairment, or battery depletion. In general, a 
node can be unreachable when such a failure event happens, 
which may cause partitioning of the network, but can be 
overcome, for example by avoiding the link and establishing a 
new link to another node. In this paper, we propose the Target 
Tracking with Monitor and Backup sensors (TTMB) protocol 
in WSNs to avoid unpredicted failures through the cooperation 
of sensors. More specifically, if there is a missing or failure 
event, we allow neighbor sensors close to the monitor in the 
face to cooperate. Even in this state, if the target is not sensed, 
we allow all the neighbors in the face to relocate the target. If 
the target is still not sensed, we allow all the neighbor sensors 
in close proximity of the face to relocate the target. Even when 
all the neighbors fail, TTMB reverts to the initial state. 

The rest of the paper is structured as follows. We review the 
related work in Section II. In Section III, we give our proposed 
system model. Section IV illustrates the overview and design of 
the proposed protocol. Performance evaluation is conducted in 
Section V. Finally, Section VI concludes this paper and 
discusses our future work. 

II. RELATED WORK 
Tracking moving target using WSN technology is a 

thought-provoking and well-established research area [1] [5]. 
Although extensively researched in the past, this topic still has 
some important challenges that are unaddressed. In this paper, 
we concentrate on prediction-based cooperative target tracking 
in sensor networks. Some prediction-based methods [5-7] are 
used to predict the location of mobile targets and to allow a 
limited number of sensors to track a target, and the use of 
mobile agents for tracking [8]. Mobicast routing [3] for sensor 
networks is mainly designed for predicting the target’s moving 
direction. Tracking maneuvering mobile targets using a 
network of cooperative sensor nodes has attracted substantial 
research interest. To the best of our knowledge, this is the first 
work in target tracking research combining geographic routing 
and prediction methods. For instance, Tsai, Chu and Chen [9] 
have presented a target tracking protocol using sensor networks 
for mobile users. It is assumed that a mobile target may move 
in any direction with a constant speed, so the sensors need to be 
active in all directions. As a result, the number of active 
sensors is large, leading to high energy consumption. It also 
induces larger information collection delay, meaning that it 
incurs wakeup delay, resulting in a large message delay. 
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Figure 1.  An example of planarized network showing faces 

While all the aforementioned research efforts represent 
valuable contributions in managing tracking accuracy, 
capturing speed, and energy efficiency tradeoffs, they assume 
using a large number of active sensors and lack of sensor 
cooperation in tracking, and the constant motion of a target. 
Our proposed scheme for fast maneuvering and energy-aware 
target tracking addresses these shortcomings by considering 
sensor cooperation, which allows a minimal number of sensors 
near the target to work in both communication and sensing, and 
to maximize the lifetime by conserving the energy of the sensor 
network. Early estimation, various motion, sudden change 
current motion, appropriate position and velocity, and energy 
management are addressed by our target tracking scheme.  

III. SYSTEM MODELS AND OBJECTIVES 

A. Planarization Model  
We assume the underlying network graph can be planarized 

using existing algorithms. A sensor network can be modeled as 
a graph G = (V, E) by utilizing two well-known distributed 
planarization algorithms, Gabriel graph (GG) [4] and relative 
neighborhood graph (RNG) [11]. In GG or RNG, u є V and v є 
V represent sensor nodes, and there is an edge uv between u 
and v when they are within each other’s communication range. 
All edges uv є E such that there is no vertex or point w where 
uw є E, wv є E, and ||uw|| < ||uv|| and ||wv|| < ||uv||. We can 
obtain a connected planar subgraph G' = (V, E') that maintains 
connectivity with fewer edges in both GG and RNG. The G' 
has no intersecting edges. When a network graph has no 
crossing edges, and it is not unidirectional and disconnected, 
the graph is planar. A planar graph consists of faces, which are 
enclosed polygonal regions. In equational form,  
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More generally, in any dimension, the GG connects any two 
points forming the endpoints of the diameter of an empty 
sphere. In equational form, 
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In order to describe face strategy in the TTMB protocol, we can 
see from Figure 1 that node υ1 corresponds to 3 adjacent faces, 
namely, F1, F2, and F18. Suppose a target is presently in F2 and 
υ1 is a monitor node, then F1 and F18 are called neighbor faces. 
So υ1 stores information about 3 faces that are adjacent to it in 
the planar subgraph - {υ1, υ3, υ4, υ5}, {υ1, υ5, υ6, υ7, υ2} and {υ1, 
υ2, υ3}. Node υ1 has only 3 neighbor nodes υ2, υ3 and υ5, but here 
we only consider the neighbor nodes with respect to the target 
position. Thus, υ1 has 2 neighbor nodes, υ5 and υ2 in F2, called 
immediate neighbors. While the rest of υ1’s neighbor nodes, υ6  
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Figure 2.  The state transition diagram with three-state model  

and υ7 in F2, are called distant neighbors. Similarly, node v5 has 
5 neighbor faces with 11 neighbors. If we consider all the faces 
and nodes corresponding to a node, the network 
communication cost and energy consumption will be higher. 
Every node is aware of its own location by using global 
positioning system (GPS) or other techniques [12-13]. Every 
node in the graph completely knows all its neighbors in the 
faces. This concept is inspired by geographic routing [14] and 
face routing [3-4] in particular. 

B. State Transition and Energy Consumption Model 
Putting sensors into an inactive state is the most 

widely-used and cost-effective technique [15-16] to prolong the 
application lifetime. In this work we presume a sensor node has 
three different states of operation, i.e, active (s0), awaking (s1) 
and inactive (s2). Figure 2 gives a general idea of how nodes in 
the network operate. The most energy efficient state is s2 in 
which the sensor turns its service off. 

A sensor in state s2 periodically awakes at a predefined 
period and changes its state to s1. A sensor can only change 
state to s0 when it is in state s1 and it is ensured that it is closest 
to the target. If it is closest, it then sends a message to the 
current node to be in state s1. If the sensor does not change its 
state to s0 in this period, or it has not found the target, its state 
returns to s2. Assume a tracking event is occurred by a sensor 
node at some time t0; processing is finished at time t1; and the 
next tracking event occurs at time t2 = t1 + ti. According to the 
state transition diagram in Figure 2, each state sk has a power 
consumption Pk, and the transition time to a state and return 
from the state is given by τd,k and tu,k, respectively. Typically, in 
different node states, Pj > Pi, td,i > td,j and tu,i > tu,j for any i > j, 
and ΔP = P0 –Pk and ΔP+ = P0 +Pk. When the node changes 
state from state s0 to, say, state sk, individual components such 
as the radio, memory, and processor are powered down with 
time. The energy savings, Es, k , because of state transition given 
by the difference in the face and sleep thresholds Tth,k 
corresponding to the states sk are computed as follows: 
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This state transition, as shown in Figure 2, takes advantage 
of the energy saving feature in sensor networks while the 
monitor and backup sensors are in active state one by one, and 
the other nodes typically stay in a periodic awaking or inactive 
state. To save energy, an energy evaluation model is followed 
for target detection and positioning [10]. The energy used for 
communication between nodes and the monitor can be 
categorized into two types, Eb and Ec. Where Ec is the energy 
consumed by a sensor node for communication with the  
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Figure 3.  A monitor in a face indicating next probable target’s direction 

monitor. Eb is the energy needed for broadcasting data from the 
monitor to the node. For the case of a target moving in the 
sensor field during the time interval [ts, te], E (t) denotes the 
corresponding instantaneous energy consumption, E denotes 
the total energy consumption in the wireless sensor network, 
and E* denotes the energy consumption for target positioning. 
Assume that the number of sensors in a face or neighbor faces 
requested by the monitor to inform an event is kq, and the 
maximum number of sensors is kmax. The difference in energy 
consumption is ΔE = E – E*. 
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With the proper selection of kmax (kq < kmax), energy 
consumption can be greatly reduced as time goes on. 

C. Mobile Target Positioning and Movement 
One of the most crucial assumptions of the proposed 

TTMB approach is that each node in the network can locally 
estimate the cost of sensing, and communicating data to 
another node for all the tracking behaviors completed around 
the target without any central intervention. 

The monitor can find out a target’s position, velocity and 
direction. Assume the target’s present location in oLi is (xi, yi) at 
time ti and (xi-1, yi-1) in previous location oLi-1 at time ti-1. Then 
we can estimate the target’s speed v and the direction as 

)6()(                                 
et

stt
tEE ∑

=
=Δ

 

)7(
2)1  (  2)1(

11cos          
iyiyixix

ixix
θ

−−+−−
−−

−=
 

Using these values, the predicted location for the target (xi+1, 
yi+1) after a given time t is given by 
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To be more precise, it can be shown that the target’s next 
location obeys a two dimensional Gaussian distribution with 
(xi+1, yi+1) as the mean. For the target’s speed, we assume that it 
differs within a range [0, vmax]. To keep prediction error to a 
minimum, for the target’s direction, we use a linear model 
based on the value of θ that the target has a higher probability 
to keep the current direction than to change to another direction, 
and turning around (making a U-turn) has the least probability. 
The probability is denoted by p. Figure 3(b) shows the 
probability that the target moves to different moving directions 
in a 2D field. Figure 3(c) is the probability of the model, where 
θ (-π, π] and the direction of θ = 0 is the instantaneous direction 
at the current time point. The probability p decreases on the 
side directions linearly and reaches the minimum value at the 
direction of θ = π, α = xi+1θ + yi+1, α* = - xi+1θ + yi+1. We use 
the following equation to describe it. 



v1

v6

v2

v3

v4

F1

F2

F3

F4

F12

F11

F13
F9

F10

F18

v20

v23
v24

v9
v15

v8

v7

v5

Sensor
Target (t0)
Target (ti)
Target (ti+1)
Target (ti+2)

Monitor
Backup
Trackera

T

v1

v6

v2

v3

v4

F1

F2

F3

F4

F12

F11

F13
F9

F10

F18

v20

v23
v24

v9
v15

v8

v7

v5

b

v1

v6

v2

v3

v4

F1

F2

F3

F4

F12

F11

F13
F9

F10

F18

v20

v23
v24

v9
v15

v8

v7

v5

cProbable Direction
 

Figure 4.  Step by step target tracking in TTMB. 
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The accuracy of the “prediction” is very important if the 
monitor is to be identified accurately and the overall tracking 
protocol is to be effective. While many prediction 
mechanisms are possible, currently we have chosen a linear 
predictor, which uses the previous two locations to linearly 
predict the third location. We also adopt higher order 
prediction, which predicts the nth location information based 
on previous n-1 actual locations. It gives more accurate results, 
though, at the cost of much more energy consumption. 

IV. PROTOCOL OVERVIEW AND DESIGN 

This section discusses the interactions between the tracker 
T, the target o, and the monitors and backups. The process is 
illustrated in Figure 4. T sends a flooding request into the 
sensor network at time ti, requesting the position of o. Since o 
is in Face F1, T is informed of o’s current location and that the 
closest sensor is υ4 (see Figure 4(a)) thus, υ4 becomes the 
monitor. In F1, v4 has 3 face neighbors that are v5, v1, and v3, 
where its immediate neighbors are v5 and v3. 

If o moves in the direction of v3, v4 is able to easily 
determine it. As shown in Figure 4(a), if the monitor v4 
estimates that o is moving toward υ1, υ4 then communicates 
with υ1 and υ5. Since T arrives at the vicinity of υ4 after o has 
moved away, υ4 informs T to follow the same route i.e. go to υ1 
(o’s current position). When o moves from F1 to F2 along the 
route indicated in Figure 4 (b) at time ti+1, only the monitor υ1 or 
both monitor υ1 and backup υ5 are already aware of o’s route. 
We would like to mention here that when a monitor indicates 
the predicted location where T will be after a given period of 
time, it determines the most likely node as a new monitor that o 
is approaching; it also determines an immediate neighbor of the 
new monitor as backup and informs them in advance about 
oncoming o. 

Node υ1 is now in awaking state and detects o as it moves 
from F1 to F2. Node υ1 receives the message from v4 and 
forwards it in F2 (v5), and then checks itself to confirm if it is 
the new monitor. As a monitor, υ1 senses, and observes o in F2. 
Meanwhile, T reaches the position of υ1 and requests for o’s 
status. Monitor υ1 works in the same way and elects new 
monitor υ6 and backup υ7 compared with o’s future movements 
at time ti+2. The sequence (for example F1 -> F2 -> F3 -> F4 
and so on) of monitor nodes represents o tracks and T’s routes. 

A detection failure or loss of tracking can occur either due 
to an event of link failure, node damage, or topological change. 
TTMB usually avoids a single node failure that causes the 
partition of a sensor network. When a new monitor fails to 
detect or is not close to o, the backup takes up the role of the  

v1

v6

v2

v3

v4

F1

F2

F3

F4

F12

F11

F13
F9

F10

F18

v20

v23
v24

v9

v8

v7

v5

v15

Link between old monitor and new monitor
Link between monitor and backup
Link between backup and new monitor  

Figure 5.  Illustration of communication linked list 

monitor. The relationship between the monitor, the new 
monitor, and the backup is maintained through a low cost 
implicit linked list among them, as shown in Figure 5. When o 
moves across the sensing field, the monitor can construct a 
linked list automatically. We can see from the linked list as 
shown in the Figure that there is a linear link between the 
monitor v4 and the new monitor v1, and another link between 
v4 and v5. We also show a link between v1 and its backup v5. 
In order to discuss detection failure, suppose υ6 is currently 
elected as the new monitor and υ7 is the backup; if o is not in 
the sensing range of υ6, υ6 may fail to detect o, but in our work 
we assume if υ6 fails to detect, υ7 cooperates to detect o. If υ7 
also fails to detect due to the fact that o may change direction 
or because of failures, υ7 and υ6 send a detection failure 
message to υ1. Old monitor υ1 then sends a message to all its 
face neighbor nodes to cooperate in tracking o. These 
neighbors include υ5, υ6, υ7 and υ2, except itself in F2. 

If the monitor υ1 gets a message about the presence of T, it 
replies with o’s detection failure. If o is not detected in F2, then 
υ1 sends a message to all sensors in the neighbor faces 
corresponding to its immediate neighbors and distant neighbors 
through them. After that, if o is not sensed in a face, the 
monitor υ1 sends a request to T to reposition o, T also sends a 
message to the sensor network to relocate o. This mechanism 
prevents the chance of routing failure, node failure, as well as 
loss of tracking. Additionally, if o unfortunately stays in a void 
region while T gets an o missing message, it means T cannot 
get the next destination information and then it can hear from 
the sensor, and relocate o if it receives a request after a 
predefined period. When o leaves the void region, it can be 
detected in a face, and T can obtain its location. The proposed 
TTMB target tracking protocol consists of two levels, one runs 
at each monitor and another one runs at sensor node. Both 
levels of protocol are message driven, which means all 
operations are triggered by messages received from the outside. 
TTMB uses a number of message types which are exchanged 
between the sensor, the monitor, as well as the tracker. 

TTMB is derived from the cooperation of sensors. 
Whenever an o is detected, an election process will be 
conducted by the monitor and backup sensors to choose a 
sensor, on which a tracker will be initiated to observe the 
movement and behavior of o. The following steps describe how 
the sensor nodes operate with reference to the diagram in  

TABLE I.  SIMULATION PARAMETER SETTINGS 

Description : Values Description : Values 
Field size: 300 m x 300 m Communication range: 40m 
Total number of nodes: 90 Sensing range: 20m (approx.) 
Processor sleep (mW): 0.8 Velocity of the target (m/s): 0 – 20 
Transmission power (mW): 720 Simulation per run: 1500s 
Sensor activate (mW): 23  Receiving power (mW): 360 
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Figure 6.  The time target being captured first time 

Figure 3: 1) Initialization, 2) Target detection, 3) Tracker 
movement, 4) Location and direction estimation and 5) 
Monitor election process. 

V. SIMULATION STUDIES 

A. Simulation Settings 
We conducted extensive simulations using OMNet++ 

software [17] and the Mobility Framework fw2.0p3 
(http://mobility-fw.sourceforge.net/). The version of OMNet++ 
is 3.32. We set up a basic network of 300m x 300m, where 
nodes are randomly deployed. The initial energy on all the 
nodes is 40J. The target node velocity is from 0.5 m/s to 20 m/s 
followed by the target movement model. Tracker node speed 
varies between 2 m/s, 5 m/s, 10 m/s, 15 m/s, and 20 m/s. Each 
experiment is run for 1,500 seconds. The settings of the 
simulation environment are shown in TABLE I. We design 
four experiments to evaluate the effects of different parameters 
on the protocol’s performance, keeping energy efficiency in 
mind. These parameters include the target speed, distance, 
direction, and the number of nodes. 

B. Comparison with Other Protocols 
In the simulations we compare our proposed protocol with 

dynamic object tracking (DOT) [9]. We also compare our 
proposed protocol with flooding-based target tracking. 
However, the flooding-based query method for target tracking 
involves broadcasting raw messages as soon as a node senses a 
target; then each message is broadcast in the entire network. In 
this way, whenever a node needs to send a message, it 
broadcasts the message to the entire sensor network. In our 
work we allow the flooding method in the initial state only for 
target discovery. The DOT protocol has better performance and 
energy efficiency than the flooding-based target tracking. There 
are three kinds of flooding query methods, i.e. threshold 
flooding (TF), schedule flooding, and schedule updating. Our 
proposed algorithm is compared with TF. 

In DOT and TF protocols, the target discovery process is 
similar. When a tracker obtains the location of a moving target, 
it moves toward the obtained location and carries out the target 
discovery process repetitively, however the TTMB algorithm 
has no repetition of the target discovery process, except in the 
special case of target missing. In DOT, a mobile target may 
move in any way, so in all the ways the sensors need to be 
active, and it consumes energy and incurs wakeup delay, which 
can lead to long message delays when a large volume of 
messages are exchanged. When the distance between the target 
and the tracker is longer, DOT uses face-track to reach the face  
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Figure 7.  Average energy consumption (a) before the target is captured (b) 

after the target is captured  

where the target is in. The term face-track is a path shortening 
method for adjusting a number of faces when the tracker 
positioning face is not immediately after the target positioning 
face, but can be at least two or three faces away. In that case 
DOT uses an optimal route to reach the location of the face 
where the target is. The drawback of the face-track is that it lets 
the tracker wait for a long time, though the used face-track in 
DOT is not the optimal track. In addition, there are more 
chances of target missing. In DOT, there is no consideration of 
when a network failure happens, although a lot of sensors are 
occupied to track a target at a timestamp. We have found a 
significant improvement for all these situations using TTMB. 

C. Simulation Results 
1) Study of the target capturing time (t): First, we compare 

the performance of TTMB protocol with DOT protocol and 
flooding-based tracking based on target capturing time. We 
calculate the time for when the target is captured for the first 
time. We can see from Figure 6 that the tracker can follow the 
target comparatively faster. When the tracker’s velocity is fast, 
it can capture the target in a short time. This is because the 
tracker does not need to use flooding often. It also does not 
need to adjust the face-track. The tracker does not need to wait 
long because the monitor predicts the next location in advance 
and sends the target’s information timely by means of an 
efficient linked list. Thus, the tracker can follow the mobile 
target quickly. 

2) Study of the target moving speed (v): We take the 
target’s variable moving speed and direction into consideration 
by introducing target moving direction probability mentioned 
in the model. In order to analyze the energy consumption, we 
observe on the difference between our TTMB protocol and 
others in terms of energy consumption, as shown in Figure 7. 

In the experiments, we observe the target moving with a 
changing speed. We change the target speed v from 2 m/s to 20 
m/s. We see when the target speed is about between 5 m/s and 
15 m/s, energy consumption is drastically reduced, where DOT 
and TF are typical. It can be seen that the TTMB approach 
consumes less energy than DOT and flooding based tracking, 
because fewer sensors are used in TTMB protocol by using the 
energy consumption model for tracking, and also flooding does 
not need to be used in a repetitive manner for discovering the 
target. When the velocity of the target is faster than that of the 
tracker, it is difficult for the tracker to capture the target. The 
energy consumption is averaged by the data gathered from 50 
uninterrupted simulations with different parameters. When the 
tracker velocity increases, average energy consumption  
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decreases in TTMB as shown in Figure 7, but the missing rate 
increases (not shown here). 

3) Study of the relative distance (m): Figure 8 illustrates the 
difference in distance between the target and the tracker with 
respect to different speeds. As with prediction error (not shown 
here), the distance between target and tracker is the greatest at 
turns or a change in direction. The results of the average 
distance are received from 0 ~ 600s. It can be seen from Figure 
8, TTMB has better performance than DOT and TF in both 
slow and high speeds. It is because the tracker gets the target 
location information from the monitor immediately and the 
monitor informs the new monitor and backup through the 
linked list in advance by using the prediction method and 
movement model when the target changes its moving direction. 
When the monitor is not acknowledged by the new monitor, the 
backup becomes a monitor. Hence the distance between the 
tracker and the target can be longer, but after the target is 
sensed, the tracker’s speed can be increased to reach the new 
monitor. 

4) Study of the energy conservation (ΔE): Figure 9 shows 
the value of the cumulative energy savings as the target moves 
along in the sensor field. It is clear from Figure 9 that a large 
amount of energy is saved during target tracking. Nevertheless, 
a considerable amount of energy is saved in target positioning, 
even when the maximum number of used sensors, kmax = 4 or 5. 
When a target is not in the sensing area, the monitor queries all 
of the neighbors in a face or neighbor faces. When there is any 
event of link failure or node failure, the monitor elects a new 
monitor and establishes a new link. In that case, the value of 
kmax is increased. When we try the value of kmax = 3 to 5, the 
proposed scheme works well. Figure 9 presents the cumulative 
energy consumption as time goes on. It is important to say that 
DOT has neither prediction method nor description of faulty 
node avoidance, so there is no energy consumption for 
prediction error and linked list formation, but when the tracker 
is not close to the target or the target is out of sensing range of 
the monitor, the nodes in the neighbor faces are always used. In 
that case, the value of kmax can be 8, 10, or more, though DOT 
has no definition for the neighbor face. The Figure clearly 
shows that TTMB saves much more energy than others. 

VI. CONCLUSION AND FUTURE WORK 

In this paper, we proposed a new scheme to detect and track 
a mobile target efficiently in wireless sensor networks. Most of 
the existing works were on how to track a target accurately, but 
used a lot of sensors to track the target. Taking the energy 
constraints into account, we used several practical 
implementation methods to exploit the energy management 
issues in target tracking sensor networks. Simulation results 

showed that our scheme greatly contributed to energy 
conservation by keeping good tracking accuracy and still 
achieve fast target tracking. Failure of one or a few nodes does 
not affect the operation of the network during target tracking 
due to its fault tolerance capability. This work has room for 
further improvements in some areas, as follows: 1) Finding a 
better technique for position estimation while considering error 
avoidance and a deeper analysis of the measurement 
uncertainties. 2) Investigating the issue of quality tracking vs. 
energy consumption of the entire network and the target 
missing probability vs. sensing range or moving speed and  3) 
Evaluation of the cost of fault tolerance in the algorithms with 
complex scenarios, and effect of localization errors on face 
routing for target tracking. 
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Figure 8. Relative distance between 
target and tracker considering speed 

Figure 9. Cumulative energy 
consumption as time goes


