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Abstract—The conversation scheme is a promising way of developing fault-tolerant software and several mechanisms for its implementation have been proposed. In an earlier paper [1], Tyrrell and Holding used Petri nets to design conversations. Their procedure, although correct, appears to be more complex than necessary. In this correspondence, a simplified transition identification method is proposed. Using a robot arm control program we show that the corresponding Petri net graph is simpler than the one proposed by Tyrrell and Holding, but the communication state change table is the same. It is also shown that these two methods are equivalent.
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I. INTRODUCTION

The conversation scheme has been proposed as a promising way of developing fault-tolerant software [1] and several mechanisms for its implementation have been considered [2]. Tyrrell and Holding [3] use Petri nets to design conversations. Their procedure, although correct, appears to be more complex than necessary.

In the design procedure, the definition of the state of the system is one of the most important aspects. The question is how to identify transitions in Occam programs in order to express them as Petri nets. In this correspondence, a simplified transition identification method is proposed. Using their robot arm control program we show that the corresponding Petri net graph is simpler than the one in [3], but the communication state change table is the same. It is also shown that these two methods are equivalent.

II. TRANSITION IDENTIFICATION

For convenience, we use a slightly modified representation for Occam constructs. Three rules are needed to model Occam programs by Petri nets:

1) For communication and synchronization we use the scheme of [3].
2) For PAR we define the constructs shown in Fig. 1.
3) For ALT we define constructs as shown in Fig. 2. We show in this case the initial and final states separately since we never need them together as in [3].

Note that this PAR model is equivalent to the one in [3], only the representation has changed. This means here that only one token is needed in the starting place. Similarly for the ALT construct. This notation allows to conveniently hide intraprocess communication transitions as shown later.

The essential part of a conversation is the boundary which is used to prevent error propagation. The intraprocess communications are the main concern in building the scheme, while the intraprocess communications should be removed as early as possible. It is advantageous to remove intraprocess communications before forming the state change table rather than after forming this table as it is done in [3].

The simplified identification method can be defined as follows: 1) Define as transition only those statements that indicate interprocess transfers, e.g., $Xa', Xa$.
2) Define one state between every two transitions.
3) Define separately the initial and final states for each process.

In general, there will be fewer states in these Petri nets, but the recovery points and test points that we can choose remain the same.
III. ROBOT CONTROL EXAMPLE

We use the proposed method to identify transitions in the robot control example. In order to make a comparison we use the same labels in the statements as in the example of [3]. Fig. 3 shows this Occam program. Some irrelevant details of the control program have been omitted and we emphasize only the statements that contain transitions.

The Petri net model of this program is shown in Fig. 4. To compare it to the method in [3], we number the statements as the states just before transitions in Fig. 1 of [3]. Note that this results in slight changes in some state numbers, e.g., $P_i$, now becomes $P_i'$.

The reachability tree of the Petri net can be formed from the set of all next state functions and is shown in Fig. 5.

The state-change table lists the state changes for each transition in the reachability tree. The elements of the state-change table can be identified as in [3]. The state-change table is shown in Fig. 6.
The state change table here is equal to the communication state change table in [3] (remember that 2' = 1' in the original paper). In fact, in Fig. 6 for i j there exist p1 and p2 where:

\[ p_1, p_2 \in I_j \] or \[ p_1, p_2 \in E_j \] and

\[ p_1 \in \text{PROC}q; p_2 \in \text{PROC}r (q \neq r), \]

so there is no intraprocess communication.

IV. Summary

We have suggested a simplification to the method proposed by Tyrrell and Holding in [3] for the design of conversations for reliable software. Our method considers only interprocess communication and results in a change state table that also contains all the information of the communication state table. The resulting conversation is equivalent to the previous case with respect to recovery points and test points. Since Petri nets for real programs are complex, we believe this simplification can be of practical value for fault-tolerant software design.

As pointed out by one of the reviewers, this simplification does lose some of the state information. If a conversation is required to start or finish at a state which is not a communication, this method will only provide an approximate boundary. This is also true for approaches such as the refinement method of Reisig [4], where a single place is replaced by a net of arbitrary size. In fact, the reachability tree for the Petri net representation of [3] gives only one possible execution order of the net, and as such it also loses information. A study of this aspect is currently being performed [5].
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