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based on anonymous routing protocols originally proposed
for mobile ad hoc networks. The key difference from the
existing solutions is the definition of “zone,” where senders
and receivers stay anonymous. The proposed RER guaran-
tees that a message reaches at least one of the nodes in the
next onion group, with a certain probability specified by the
threshold. In addition, RER can be used as a subroutine of
ZBAR.

• We next propose a framework of anonymous routing (FAR)
for DTNs that subsume all the Epidemic, zone-based, and
onion-based routing protocols with tunable parameters. In
FAR, a message travels along a set of onion groups with
router-by-router encryption, and every communication be-
tween two consecutive onion routers on the routing path
is performed by either Epidemic routing or spray-and-wait
forwarding with a time constraint. By doing this, FAR
enjoys the advantages of these baseline protocols, and DTN
users can balance the performance, privacy, and cost base
on their preferences.

• We then quantitatively analyze the privacy metrics provided
by FAR. To be specific, the closed form solutions used to
estimate the traceable rate and source/destination anonymity
are provided. The proposed mathematical models help DTN
users to select appropriate routing parameters that meet their
security and privacy requirements.

• Finally, we conduct extensive simulations using one of
the well-known real traces, CRAWDAD dataset cam-
bridge/haggle [11], as well as random graphs to demonstrate
the performance and degree of privacy of the proposed
scheme. Furthermore, the simulation results are compared
with analytical results, and the comparisons show that our
analyses provide very close approximations.

The rest of this paper is organized as follows. Related
works are reviewed in Section II. In Section III, the AE,
RER, and ZBAR protocols specifically revised for DTNs are
presented. These protocols will serve as the building blocks
for the proposed FAR, which is introduced in Section IV.
The mathematical analysis of the proposed FAR is presented
in Section V. The performance of the proposed scheme is
evaluated by computer simulations in VI. The discussions
on how to select parameters is provided in Section VII.
Section VIII concludes this paper.

II. RELATED WORK

A. DTN routing

Epidemic routing [12] is a flooding-like message forwarding
scheme that allows nodes to copy a message at every contact.
While this approach maximizes the delivery rate and mini-
mizes the delay when buffer constraint is not considered, it
incurs a large amount of overhead. A ticket-based protocol,
e.g., spray-and-wait [13], balances the trade-off between the
performance and control overhead by limiting the number of
copies of a message. Based on how the tickets are controlled,
there are two types of spray-and-wait protocols: source and
binary spray-and-wait. In the source spray-and-wait protocol,

the source node has L tickets and consumes one ticket by
forwarding a message at every contact. Thus, the source can
duplicate up to L copies of a message. In the binary spray-
and-wait, the source node with L tickets gives L/2 tickets
at the first node it has a contact with. That is, every node
with a message consumes half a ticket at every contact. To
improve the message delivery with limited tickets, proba-
bilistic analysis based on knowledge oracles [14], e.g., past
contact history, queueing, and traffic demand, is incorporated
to improve the delivery rate [15] and/or reduce the redundant
message forwarding [16]. Depending on what metric a system
administrator likes to emphasize the most, such as the average
delay and worst-case delay, a suite of utility functions are
proposed in [17].

B. Anonymous Routing for Ad Hoc Networks

Anonymous routing protocols in ad hoc networks are di-
vided into either onion-based [2]–[5] or location-based proto-
cols [5]. In onion-based routing, the layered encryption, with
different sets of secret keys, is applied to sensitive data and/or
routing information, and such encrypted information is called
an onion. This data structure forces traffic to travel through
a set of onion routers so that each layer of the onion can be
peeled off, one by one, for the destination node to obtain the
message. Onion routers neither store a network log, nor know
who is communicating with whom. For the protocols in this
category [2]–[5], an onion is generated by adding encrypted
layers during the route discovery phase.

The location-based protocol [5] preserves the anonymity of
end hosts by making their locations ambiguous. For instance,
ZAP [5] selects two proxies for delegate source and destination
nodes as shown in Figure 1. While unicast routing is used in
the communications between two proxies, anonymous flooding
is applied to the communications within anonymous zones
where a proxy and source node or destination node are located.
By doing this, the source and destination nodes are not
identifiable within the zone. The definition of a zone can be
defined by a topology-based zone, such as the number of hops
from a node, or by a geographical area including one of the
end points.

Fig. 1. An example of zone-based routing.

C. Anonymous Routing Protocols in DTNs

The most relevant research is the anonymous routing proto-
col design in DTNs. ALAR [7] preserves the location privacy
of a source node by dividing a message into several segments,
and then forwarding them via different neighbors. However,
this approach hides the location but not the identity of the
source node. A natural approach to preserving node anonymity
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based on anonymous routing protocols originally proposed
for mobile ad hoc networks. The key difference from the
existing solutions is the definition of “zone,” where senders
and receivers stay anonymous. The proposed RER guaran-
tees that a message reaches at least one of the nodes in the
next onion group, with a certain probability specified by the
threshold. In addition, RER can be used as a subroutine of
ZBAR.

• We next propose a framework of anonymous routing (FAR)
for DTNs that subsume all the Epidemic, zone-based, and
onion-based routing protocols with tunable parameters. In
FAR, a message travels along a set of onion groups with
router-by-router encryption, and every communication be-
tween two consecutive onion routers on the routing path
is performed by either Epidemic routing or spray-and-wait
forwarding with a time constraint. By doing this, FAR
enjoys the advantages of these baseline protocols, and DTN
users can balance the performance, privacy, and cost base
on their preferences.

• We then quantitatively analyze the privacy metrics provided
by FAR. To be specific, the closed form solutions used to
estimate the traceable rate and source/destination anonymity
are provided. The proposed mathematical models help DTN
users to select appropriate routing parameters that meet their
security and privacy requirements.

• Finally, we conduct extensive simulations using one of
the well-known real traces, CRAWDAD dataset cam-
bridge/haggle [11], as well as random graphs to demonstrate
the performance and degree of privacy of the proposed
scheme. Furthermore, the simulation results are compared
with analytical results, and the comparisons show that our
analyses provide very close approximations.

The rest of this paper is organized as follows. Related
works are reviewed in Section II. In Section III, the AE,
RER, and ZBAR protocols specifically revised for DTNs are
presented. These protocols will serve as the building blocks
for the proposed FAR, which is introduced in Section IV.
The mathematical analysis of the proposed FAR is presented
in Section V. The performance of the proposed scheme is
evaluated by computer simulations in VI. The discussions
on how to select parameters is provided in Section VII.
Section VIII concludes this paper.

II. RELATED WORK

A. DTN routing

Epidemic routing [12] is a flooding-like message forwarding
scheme that allows nodes to copy a message at every contact.
While this approach maximizes the delivery rate and mini-
mizes the delay when buffer constraint is not considered, it
incurs a large amount of overhead. A ticket-based protocol,
e.g., spray-and-wait [13], balances the trade-off between the
performance and control overhead by limiting the number of
copies of a message. Based on how the tickets are controlled,
there are two types of spray-and-wait protocols: source and
binary spray-and-wait. In the source spray-and-wait protocol,

the source node has L tickets and consumes one ticket by
forwarding a message at every contact. Thus, the source can
duplicate up to L copies of a message. In the binary spray-
and-wait, the source node with L tickets gives L/2 tickets
at the first node it has a contact with. That is, every node
with a message consumes half a ticket at every contact. To
improve the message delivery with limited tickets, proba-
bilistic analysis based on knowledge oracles [14], e.g., past
contact history, queueing, and traffic demand, is incorporated
to improve the delivery rate [15] and/or reduce the redundant
message forwarding [16]. Depending on what metric a system
administrator likes to emphasize the most, such as the average
delay and worst-case delay, a suite of utility functions are
proposed in [17].

B. Anonymous Routing for Ad Hoc Networks

Anonymous routing protocols in ad hoc networks are di-
vided into either onion-based [2]–[5] or location-based proto-
cols [5]. In onion-based routing, the layered encryption, with
different sets of secret keys, is applied to sensitive data and/or
routing information, and such encrypted information is called
an onion. This data structure forces traffic to travel through
a set of onion routers so that each layer of the onion can be
peeled off, one by one, for the destination node to obtain the
message. Onion routers neither store a network log, nor know
who is communicating with whom. For the protocols in this
category [2]–[5], an onion is generated by adding encrypted
layers during the route discovery phase.

The location-based protocol [5] preserves the anonymity of
end hosts by making their locations ambiguous. For instance,
ZAP [5] selects two proxies for delegate source and destination
nodes as shown in Figure 1. While unicast routing is used in
the communications between two proxies, anonymous flooding
is applied to the communications within anonymous zones
where a proxy and source node or destination node are located.
By doing this, the source and destination nodes are not
identifiable within the zone. The definition of a zone can be
defined by a topology-based zone, such as the number of hops
from a node, or by a geographical area including one of the
end points.

Fig. 1. An example of zone-based routing.

C. Anonymous Routing Protocols in DTNs

The most relevant research is the anonymous routing proto-
col design in DTNs. ALAR [7] preserves the location privacy
of a source node by dividing a message into several segments,
and then forwarding them via different neighbors. However,
this approach hides the location but not the identity of the
source node. A natural approach to preserving node anonymity
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as compromised, and then security metrics are computed. For
each set of parameters, 1,000 contact graphs are generated for
the simulation.
Real traces - CRAWDAD dataset cambridge/haggle [11]
contains a set of contact trace experiments. In our simulations,
Experiments 2 and 3, the so-called Cambridge and Infocom
2005 traces, are used as inputs. In these scenarios, we only
consider the contacts between mobile nodes, i.e., iMotes, and
omit contacts among stationary nodes and external devices.
There are 12 and 41 mobile nodes in the Cambridge and
Infocom 2005 traces, respectively. Each piece of contact
information contains two node IDs, the time that the two
nodes meet, the time that they lose a connection, the number
of contact times, and the elapse time of the last time the two
nodes met. Contact events are recorded in the order of seconds.
Since the contact events are traced over three to five days,
there exist time periods in which there is no contact, e.g., off-
business hours and night time. Thus, a source node is assumed
to initiate a message transmission at any time after it has a
contact with any node, which implies that message delivery
starts during business hours, but not at night time.

For a given trace file, the number of nodes and inter-meeting
times are calculated. The other simulation parameters, i.e., K,
L, G, c, and T are set in the same way as the random graphs.
For each trace file, 500 different sets of source, destination,
and intermediate onion routers are randomly selected, and the
average performance is computed.

B. Results Using Synthesize Graphs

Figure 2 shows the cumulative distribution function (CDF)
of the delivery rate with respect to the deadline. AE results in
the fastest delivery, and the CDF of FAR reaches 0.95 within
70 time units. This indicates that Epidemic-based routing
delivers a message much faster than does OGR. ZBAR incurs
slightly longer delay than AE and FAR, since it forwards a
message by the stop-and-wait between the first and last onion
routers. In addition, it is intuitive that a larger group size leads

to faster message delivery, and this can be clearly observed in
this figure.

Figure 3 illustrates the traceable rate with respect to the
percentage of compromised nodes. Since every path is consid-
ered independently, the group size does not affect the traceable
rate. In addition, it is intuitive that the traceable rate gradually
increases as the percentage of compromised nodes increases.
In the proposed FAR, a routing path can be traced only by
the consecutive compromised segments from the destination
node, and thus, the traceable rate is much lower than that of
the other protocols. From the figure, the traceable rate resulting
from FAR is at most half of that by OGR. Similar to OGR,
ZBAR forwards a message between intermediate onion routers
by spray-and-wait forwarding. As a result, the traceable rate
of ZBAR is higher than that of FAR, but smaller than that of
OGR.

Figures 4 and 5 illuminate the source and destination
anonymity with respect to the percentage of compromised
nodes. In OGR, the large group size results in low source
and destination anonymity due to its design issue. On the
contrary, the source and destination anonymity resulting from
FAR is independent of the group sizes, since each of the
communications between onion routers is performed by the
RER (Algorithm 2). This indicates that the onion routers are
indistinguishable if they are the first/last onion routers, or the
intermediate ones. Hence, unless the source and destination
nodes are compromised, adversaries cannot confine the anony-
mous set in which the source/destination is included. Similarly,
AE reveals no information about the identity of source and
destination nodes unless they are compromised. In ZBAR,
the size of the anonymous set to which the source/destination
belongs decreases if at least one of the nodes in the first/last
onion groups is compromised. Therefore, ZBAR results in
slightly smaller node anonymity than FAR and AE. For OGR,
the destination anonymity is better than the source anonymity.
This is because the destination can be ambiguous in identifying
the onion group as the destination, as proposed in [8]; however,
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as compromised, and then security metrics are computed. For
each set of parameters, 1,000 contact graphs are generated for
the simulation.
Real traces - CRAWDAD dataset cambridge/haggle [11]
contains a set of contact trace experiments. In our simulations,
Experiments 2 and 3, the so-called Cambridge and Infocom
2005 traces, are used as inputs. In these scenarios, we only
consider the contacts between mobile nodes, i.e., iMotes, and
omit contacts among stationary nodes and external devices.
There are 12 and 41 mobile nodes in the Cambridge and
Infocom 2005 traces, respectively. Each piece of contact
information contains two node IDs, the time that the two
nodes meet, the time that they lose a connection, the number
of contact times, and the elapse time of the last time the two
nodes met. Contact events are recorded in the order of seconds.
Since the contact events are traced over three to five days,
there exist time periods in which there is no contact, e.g., off-
business hours and night time. Thus, a source node is assumed
to initiate a message transmission at any time after it has a
contact with any node, which implies that message delivery
starts during business hours, but not at night time.

For a given trace file, the number of nodes and inter-meeting
times are calculated. The other simulation parameters, i.e., K,
L, G, c, and T are set in the same way as the random graphs.
For each trace file, 500 different sets of source, destination,
and intermediate onion routers are randomly selected, and the
average performance is computed.

B. Results Using Synthesize Graphs

Figure 2 shows the cumulative distribution function (CDF)
of the delivery rate with respect to the deadline. AE results in
the fastest delivery, and the CDF of FAR reaches 0.95 within
70 time units. This indicates that Epidemic-based routing
delivers a message much faster than does OGR. ZBAR incurs
slightly longer delay than AE and FAR, since it forwards a
message by the stop-and-wait between the first and last onion
routers. In addition, it is intuitive that a larger group size leads

to faster message delivery, and this can be clearly observed in
this figure.

Figure 3 illustrates the traceable rate with respect to the
percentage of compromised nodes. Since every path is consid-
ered independently, the group size does not affect the traceable
rate. In addition, it is intuitive that the traceable rate gradually
increases as the percentage of compromised nodes increases.
In the proposed FAR, a routing path can be traced only by
the consecutive compromised segments from the destination
node, and thus, the traceable rate is much lower than that of
the other protocols. From the figure, the traceable rate resulting
from FAR is at most half of that by OGR. Similar to OGR,
ZBAR forwards a message between intermediate onion routers
by spray-and-wait forwarding. As a result, the traceable rate
of ZBAR is higher than that of FAR, but smaller than that of
OGR.

Figures 4 and 5 illuminate the source and destination
anonymity with respect to the percentage of compromised
nodes. In OGR, the large group size results in low source
and destination anonymity due to its design issue. On the
contrary, the source and destination anonymity resulting from
FAR is independent of the group sizes, since each of the
communications between onion routers is performed by the
RER (Algorithm 2). This indicates that the onion routers are
indistinguishable if they are the first/last onion routers, or the
intermediate ones. Hence, unless the source and destination
nodes are compromised, adversaries cannot confine the anony-
mous set in which the source/destination is included. Similarly,
AE reveals no information about the identity of source and
destination nodes unless they are compromised. In ZBAR,
the size of the anonymous set to which the source/destination
belongs decreases if at least one of the nodes in the first/last
onion groups is compromised. Therefore, ZBAR results in
slightly smaller node anonymity than FAR and AE. For OGR,
the destination anonymity is better than the source anonymity.
This is because the destination can be ambiguous in identifying
the onion group as the destination, as proposed in [8]; however,
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as compromised, and then security metrics are computed. For
each set of parameters, 1,000 contact graphs are generated for
the simulation.
Real traces - CRAWDAD dataset cambridge/haggle [11]
contains a set of contact trace experiments. In our simulations,
Experiments 2 and 3, the so-called Cambridge and Infocom
2005 traces, are used as inputs. In these scenarios, we only
consider the contacts between mobile nodes, i.e., iMotes, and
omit contacts among stationary nodes and external devices.
There are 12 and 41 mobile nodes in the Cambridge and
Infocom 2005 traces, respectively. Each piece of contact
information contains two node IDs, the time that the two
nodes meet, the time that they lose a connection, the number
of contact times, and the elapse time of the last time the two
nodes met. Contact events are recorded in the order of seconds.
Since the contact events are traced over three to five days,
there exist time periods in which there is no contact, e.g., off-
business hours and night time. Thus, a source node is assumed
to initiate a message transmission at any time after it has a
contact with any node, which implies that message delivery
starts during business hours, but not at night time.

For a given trace file, the number of nodes and inter-meeting
times are calculated. The other simulation parameters, i.e., K,
L, G, c, and T are set in the same way as the random graphs.
For each trace file, 500 different sets of source, destination,
and intermediate onion routers are randomly selected, and the
average performance is computed.

B. Results Using Synthesize Graphs

Figure 2 shows the cumulative distribution function (CDF)
of the delivery rate with respect to the deadline. AE results in
the fastest delivery, and the CDF of FAR reaches 0.95 within
70 time units. This indicates that Epidemic-based routing
delivers a message much faster than does OGR. ZBAR incurs
slightly longer delay than AE and FAR, since it forwards a
message by the stop-and-wait between the first and last onion
routers. In addition, it is intuitive that a larger group size leads

to faster message delivery, and this can be clearly observed in
this figure.

Figure 3 illustrates the traceable rate with respect to the
percentage of compromised nodes. Since every path is consid-
ered independently, the group size does not affect the traceable
rate. In addition, it is intuitive that the traceable rate gradually
increases as the percentage of compromised nodes increases.
In the proposed FAR, a routing path can be traced only by
the consecutive compromised segments from the destination
node, and thus, the traceable rate is much lower than that of
the other protocols. From the figure, the traceable rate resulting
from FAR is at most half of that by OGR. Similar to OGR,
ZBAR forwards a message between intermediate onion routers
by spray-and-wait forwarding. As a result, the traceable rate
of ZBAR is higher than that of FAR, but smaller than that of
OGR.

Figures 4 and 5 illuminate the source and destination
anonymity with respect to the percentage of compromised
nodes. In OGR, the large group size results in low source
and destination anonymity due to its design issue. On the
contrary, the source and destination anonymity resulting from
FAR is independent of the group sizes, since each of the
communications between onion routers is performed by the
RER (Algorithm 2). This indicates that the onion routers are
indistinguishable if they are the first/last onion routers, or the
intermediate ones. Hence, unless the source and destination
nodes are compromised, adversaries cannot confine the anony-
mous set in which the source/destination is included. Similarly,
AE reveals no information about the identity of source and
destination nodes unless they are compromised. In ZBAR,
the size of the anonymous set to which the source/destination
belongs decreases if at least one of the nodes in the first/last
onion groups is compromised. Therefore, ZBAR results in
slightly smaller node anonymity than FAR and AE. For OGR,
the destination anonymity is better than the source anonymity.
This is because the destination can be ambiguous in identifying
the onion group as the destination, as proposed in [8]; however,
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this technique cannot be applied to the source node.
Figure 6 depicts the amount of message forwarding, intro-

duced by anonymous protocols with respect to the size of
onion groups. Note that AE does not use intermediate onion
routers, and so it is independent of the group size. Apparently,
Epidemic-based, i.e., AE, ZBAR, and FAR, incur more mes-
sage overhead than OGR. FAR introduces the greatest amount
of message forwarding, as it forwards a message by RER
(Algorithm 2) at every communication between two onion
routers. However, we claim that achieving the highest privacy
in terms of the traceable rate and node/path anonymity with
FAR is still worth a large amount of control overhead.

C. Results Using Real Traces

The Cambridge trace, i.e., Experiment 2 in [11] is relatively
small-scale and dense (12 mobile nodes), and thus, the number
of onion routers and the group size are set to be K = 3 and
G = 1, respectively. The number of copies in OGR and in
the stop-and-wait mode in ZBAR are set to be L = G. Note
that having more than one copy in OGR and ZBAR does not
help message delivery when G = 1. On the other hand, the
Infocom 2005 trace (i.e., Experiment 3 in [11]) is a medium-
sized contact network with 41 mobile nodes. The number of
onion routers, the group size, and the number of copies are
set to be K = 3, G = 5, and L = G, respectively.

Figures 7 and 8 show the delivery rate for different proto-
cols resulting from the Cambridge and Infocom 2005 traces,
respectively. In Figure 7, the proposed FAR achieves faster
delivery than ZBAR and OGR. In addition, the message
delivery is mostly completed within 1,000 seconds, which is
much faster than the results shown in Figure 8. This is because
the Cambridge trace is generated by the students and faculty
members of the same lab group, and there is a landmark where
they meet very often.

The Infocom 2005 trace contains fewer contact events than
the Cambridge trace. The x-axis of Figure 8 is scaled longer.
As can be seen from the figure, the delivery rate of all the
protocols increases toward 1,000 seconds, and then a stable
period is observed from 5,000 to 30,000 seconds. This implies
that there are no contact events during business off-hours.
The delivery rate of all the protocols reaches 99% around
60,000 seconds (approximately 16.5 hours), and most of the
message transmissions are likely to go through business off-
hours. OGR always results in smaller delivery rate than the
other protocols, and no significant difference between AE and
FAR can be seen. ZBAR incurs a slightly longer delay than
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AE and FAR, as it uses the onion-based forwarding between
source and destination proxies.

Figure 9 presents the traceable rate using the Infocom 2005
trace with respect to the percentage of compromised nodes.
Note that traceable rate is independent of the inter-meeting
time among nodes. As can be seen in the figure, the traceable
rate of FAR is at least half of AE, ZBAR, and OGR when
50% of the nodes are compromised.

Figures 10 and 11 illustrate the source and destination
anonymity resulting from the Infocom 2005 trace. The node
anonymity of AE, ZBAR, and FAR linearly decreases when
the percentage of compromised nodes increases. Since the
contact trace is not large, i.e., the Infocom 2005 trace contains
41 mobile nodes, the difference among AE, ZBAR, and FAR
is not significant. On the other hand, OGR always results
in smaller source and destination anonymity than the other
protocols.

Figure 12 depicts the number of messages for different
protocols resulting from the Infocom 2005 trace. While OGR
results in the smallest message overhead, its delivery rate is not
acceptable as shown in Figure 8. FAR and ZBAR introduce
more redundant message forwarding than AE and OGR do.
However, we stress that they provide lower traceable rate and
high node anonymity. Since the trace is relatively a small scale
network containing 41 mobile nodes, the difference value of
the thresholds does not affect the message overhead.

D. Comparisons Between Simulation and Analysis

Figure 13 shows the traceable rate resulting from simula-
tions and analysis. Note that, according to our analysis, the
traceable rate is independent of the size of onion groups, and
thus simulation results with different group sizes are very close
to each other. This figure demonstrates that the analytical result
provides a very close approximation for the traceable rate.

Figures 14 and 15 provide the source and destination
anonymity resulting from simulations and analyses. As the
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this technique cannot be applied to the source node.
Figure 6 depicts the amount of message forwarding, intro-

duced by anonymous protocols with respect to the size of
onion groups. Note that AE does not use intermediate onion
routers, and so it is independent of the group size. Apparently,
Epidemic-based, i.e., AE, ZBAR, and FAR, incur more mes-
sage overhead than OGR. FAR introduces the greatest amount
of message forwarding, as it forwards a message by RER
(Algorithm 2) at every communication between two onion
routers. However, we claim that achieving the highest privacy
in terms of the traceable rate and node/path anonymity with
FAR is still worth a large amount of control overhead.

C. Results Using Real Traces

The Cambridge trace, i.e., Experiment 2 in [11] is relatively
small-scale and dense (12 mobile nodes), and thus, the number
of onion routers and the group size are set to be K = 3 and
G = 1, respectively. The number of copies in OGR and in
the stop-and-wait mode in ZBAR are set to be L = G. Note
that having more than one copy in OGR and ZBAR does not
help message delivery when G = 1. On the other hand, the
Infocom 2005 trace (i.e., Experiment 3 in [11]) is a medium-
sized contact network with 41 mobile nodes. The number of
onion routers, the group size, and the number of copies are
set to be K = 3, G = 5, and L = G, respectively.

Figures 7 and 8 show the delivery rate for different proto-
cols resulting from the Cambridge and Infocom 2005 traces,
respectively. In Figure 7, the proposed FAR achieves faster
delivery than ZBAR and OGR. In addition, the message
delivery is mostly completed within 1,000 seconds, which is
much faster than the results shown in Figure 8. This is because
the Cambridge trace is generated by the students and faculty
members of the same lab group, and there is a landmark where
they meet very often.

The Infocom 2005 trace contains fewer contact events than
the Cambridge trace. The x-axis of Figure 8 is scaled longer.
As can be seen from the figure, the delivery rate of all the
protocols increases toward 1,000 seconds, and then a stable
period is observed from 5,000 to 30,000 seconds. This implies
that there are no contact events during business off-hours.
The delivery rate of all the protocols reaches 99% around
60,000 seconds (approximately 16.5 hours), and most of the
message transmissions are likely to go through business off-
hours. OGR always results in smaller delivery rate than the
other protocols, and no significant difference between AE and
FAR can be seen. ZBAR incurs a slightly longer delay than

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  10  20  30  40  50

S
o

u
rc

e 
an

o
n

y
m

it
y

Percentage of compromised nodes

Simulation: G=1
Simulation: G=5

Analysis

Fig. 14. The source anonymity analysis
w/ the Infocom 2005..

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  10  20  30  40  50

D
es

ti
n

at
io

n
 a

n
o

n
y
m

it
y

Percentage of compromised nodes

Simulation: G=1
Simulation: G=5

Analysis

Fig. 15. The destination anonymity
analysis w/ the Infocom 2005..

AE and FAR, as it uses the onion-based forwarding between
source and destination proxies.

Figure 9 presents the traceable rate using the Infocom 2005
trace with respect to the percentage of compromised nodes.
Note that traceable rate is independent of the inter-meeting
time among nodes. As can be seen in the figure, the traceable
rate of FAR is at least half of AE, ZBAR, and OGR when
50% of the nodes are compromised.

Figures 10 and 11 illustrate the source and destination
anonymity resulting from the Infocom 2005 trace. The node
anonymity of AE, ZBAR, and FAR linearly decreases when
the percentage of compromised nodes increases. Since the
contact trace is not large, i.e., the Infocom 2005 trace contains
41 mobile nodes, the difference among AE, ZBAR, and FAR
is not significant. On the other hand, OGR always results
in smaller source and destination anonymity than the other
protocols.

Figure 12 depicts the number of messages for different
protocols resulting from the Infocom 2005 trace. While OGR
results in the smallest message overhead, its delivery rate is not
acceptable as shown in Figure 8. FAR and ZBAR introduce
more redundant message forwarding than AE and OGR do.
However, we stress that they provide lower traceable rate and
high node anonymity. Since the trace is relatively a small scale
network containing 41 mobile nodes, the difference value of
the thresholds does not affect the message overhead.

D. Comparisons Between Simulation and Analysis

Figure 13 shows the traceable rate resulting from simula-
tions and analysis. Note that, according to our analysis, the
traceable rate is independent of the size of onion groups, and
thus simulation results with different group sizes are very close
to each other. This figure demonstrates that the analytical result
provides a very close approximation for the traceable rate.

Figures 14 and 15 provide the source and destination
anonymity resulting from simulations and analyses. As the
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