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Abstract: The rise of the Internet of Things (IoT) has opened up exciting possibilities for new appli-
cations. One such novel application is the modernization of maritime communications. Effective
maritime communication is vital for ensuring the safety of crew members, vessels, and cargo. The
maritime industry is responsible for the transportation of a significant portion of global trade, and
as such, the efficient and secure transfer of information is essential to maintain the flow of goods
and services. With the increasing complexity of maritime operations, technological advancements
such as unmanned aerial vehicles (UAVs), autonomous underwater vehicles (AUVs), and the In-
ternet of Ships (IoS) have been introduced to enhance communication and operational efficiency.
However, these technologies also bring new challenges in terms of security and network manage-
ment. Compromised IT systems, with escalated privileges, can potentially enable easy and ready
access to operational technology (OT) systems and networks with the same privileges, with an
increased risk of zero-day attacks. In this paper, we first provide a review of the current state and
modalities of maritime communications. We then review the current adoption of software-defined
radios (SDRs) and software-defined networks (SDNs) in the maritime industry and evaluate their
impact as maritime IoT enablers. Finally, as a key contribution of this paper, we propose a unified
SDN–SDR-driven cross-layer communications framework that leverages the existing SATCOM com-
munications infrastructure, for improved and resilient maritime communications in highly dynamic
and resource-constrained environments.

Keywords: autonomous underwater vehicles; IoT; maritime communication; software-defined
networking; software-defined radio; unmanned aerial vehicles

1. Introduction

An Internet of Things (IoT) system involves the interconnection of devices using the
Internet as a communication medium. A gamut of application domains have and continue
to benefit from the emergence of IoT, including traffic management, critical infrastructure,
and transportation sectors, such as the shipping industry. In the domain of ship technology,
the IoT offers new opportunities to make use of interconnections between the physical
and cyber layers, as well as the integration of all the ship’s components with the cyber
systems, including global navigation satellite systems (GNSS), automatic identification
systems (AIS), and electronic chart display systems (ECDIS). Maritime communications
are also crucial for IoT applications such as monitoring the environment and controlling
climate change. While it is true that 4G and 5G can be installed in maritime environments,
their application to onshore environments is restricted since base stations cannot be located
offshore. Consequently, satellites are an essential component of maritime communication.
Satellites are essential for providing connectivity to oceans that are sparsely connected
operating areas, despite the high costs of proprietary terminals and the limited bandwidth
availability [1].
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Internet of Ships (IoS) and maritime IoT are becoming increasingly popular [2], and
their numerous applications are presented in Figure 1. A more crucial aspect of the maritime
industry and scientific research is the ability to connect devices in order to facilitate naviga-
tion and data collection. The maritime environment differs significantly from conventional
land propagation environments since there are no physical barriers such as buildings or
hills to obstruct the wireless signals. However, when considering wireless communica-
tions over inland waterways, it is important to account for potential obstacles such as
buildings, bridges, and vessels passing beneath. These obstructions primarily impact
large vehicles and buildings located near the waterways. It is also important to consider
equipment located in offshore areas and vessels located in deep-sea regions when consider-
ing wireless communications over the sea. Furthermore, compared to terrestrial wireless
communications, maritime wireless communications must take into account the combined
air–water–land effects [1]. Furthermore, cities and areas bordering waterways and maritime
traffic areas should expect customer demand in those regions as well as in their traditional
terrestrial base. This demand will bring additional infrastructure requirements to include
wireless coverage, network traffic, and power for supporting ancillary systems.

Figure 1. Key emerging applications of IoS [2].

The diverse set of platforms of maritime communications widely acknowledged and
accepted in the current literature [3–5], shown in Figure 2, are as follows:

1. Land platforms consist of satellite stations, cellular towers, and UAV stations, among
other things.

2. Water platforms can be categorized into three layers—seabed, underwater, surface.
The seabed layer consists of various sensors; the underwater layer consists of AUVs
and submarines, among other things; and the surface layer consists of ships, buoys,
and USVs, among other things.

3. Air platforms consist of UAVs and Hawkeye aircraft that play a critical role in relaying
air-to-air and ship-to-air radio communications.

4. Space platforms consist of two types of satellites—navigation satellites and communi-
cation satellites—in three possible orbits—low earth orbit (LEO), medium earth orbit
(MEO), and geostationary orbit (GEO).

Software-defined radio (SDR) and software-defined network (SDN) are both exam-
ples of software-defined technologies that are revolutionizing traditional hardware-based
networks and communications systems. SDR uses software to replace hardware in radio
systems, while SDN uses software to abstract and automate the network control func-
tions. Both SDR and SDN provide greater flexibility and programmability, enabling the
development and deployment of more agile and adaptive systems. More importantly,
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SDR and SDN can be integrated to create dynamic, software-defined radio access net-
works (SD-RANs), which can improve the overall network performance, reliability, and
security [6].

Figure 2. Diverse set of maritime communications platforms.

In the context of maritime communication, SDR and SDN can offer significant ad-
vantages over traditional hardware-based networks and communications systems. SDR
can be used to create more flexible and adaptive radio systems, which are particularly
useful in dynamic maritime environments [7]. In addition, SDR can be used to dynamically
adjust radio frequency and modulation parameters to improve communication quality and
reliability, even in very challenging environments. Similarly, SDN can be used to create
more efficient and automated network management systems for maritime communication
networks [8]. For example, SDN can be used to centralize network control and automate
network configuration and monitoring functions. This can simplify the management
of complex maritime communication networks, improve network efficiency, and reduce
operational costs.

This research focuses on laying the groundwork for the modernization of maritime
communications in the era of the IoT. It addresses the vital need to ensure the safety
of crew members, vessels, and cargo in the maritime industry, which plays a crucial
role in global trade. The adoption of advanced technologies, including unmanned aerial
vehicles, autonomous underwater vehicles, and the Internet of Ships, offers opportunities
for enhanced communication and operational efficiency. However, this technological
evolution also introduces new security and network management challenges, necessitating
a comprehensive evaluation of the current state of maritime communications and the
impact of SDRs and SDNs as enablers of IoT in the maritime sector. This research seeks to
address these critical issues to enhance maritime operations, safety, and security.

Our key contributions in this article are as follows:

• We provide an in-depth review of the current state and various modalities of maritime
communications, providing a foundational understanding of the existing landscape.

• We assess the adoption and the potential impact of software-defined radios (SDRs)
and software-defined networks (SDNs) in the maritime industry, focusing on their
role as IoT enablers. The proposed framework leverages the flexibility of SDRs and
SDNs for improved resiliency in maritime communications.

• The proposed maritime communications framework seamlessly integrates with exist-
ing satellite communication (SATCOM) infrastructure, for improved communication
efficiency and resiliency.

The remainder of this paper is organized as follows: In Section 2, we provide the
background and rationale for the proposed approach. Section 3 delves into the details
of IoT, followed by discussions on security challenges in maritime networks in Section 4.
Section 5 presents the proposed framework for SDN–SDR-based maritime communications,
followed by conclusions and future research direction in Section 6.
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2. Background and Definitions

It has become increasingly important to maintain maritime communication as oceanic
activities have increased dramatically, including naval shipping and logistics, offshore oil
exploration, wind farms, fishing, and tourism, among others [9]. There are three broad types
of maritime communication systems: 1. radio communication, 2. satellite communication
(SATCOM), and 3. shore-based mobile communication. Below are the three most significant
communications challenges currently faced by the maritime industry:

• Range: A Wi-Fi signal can travel approximately 330 feet (100 m) from an on-land base
station, but this may be affected by obstructions between the base station and the
receiver, which limits their reliability. Even though Wi-Fi appears to be an economical
and fast networking solution, its use is limited by its range of restrictions.

• Latency: There has been considerable effort toward solving the latency problem. While
it is not possible to completely eliminate latency, significant improvements have been
made to minimize the latency [8,10]. Using satellites requires sending data as radio
waves from ground equipment (transmitter) to a satellite (in space), which is then
re-transmitted by the satellite to a receiving ground equipment (receiver). While this
process occurs at the speed of light, the distance the data must travel and a small
amount of processing of signal at the satellite result in latency.

• Service Demands: With advances in networking, IoT, and smart technologies, the de-
mand for data services is at an all-time high [11]. The provision of network connectivity
on a cruise ship requires robust and flexible technology, not only for safety, communica-
tion, and navigational purposes but also for recreational and business purposes. As a
result of this increase in service demands, reliable, flexible, robust, and agile maritime
networks have become an essential component of maritime infrastructure [8].

2.1. Maritime Communication

The right communication protocol must be used for a vessel network to achieve a
clear signal. Ensuring communication and navigational safety in maritime activities is
paramount, and this is where maritime communications, spanning both inland waterway
and sea communications, play a pivotal role as a critical technology [1]. In addition to
waterway and sea communications, there are also aerial, space, and terrestrial communica-
tions. Developing a robust communication solution for IoT applications in the maritime
environment is crucial to minimize external interference and ensure reliable data transmis-
sion from senders, such as smart containers, to receivers, such as cloud services. This is
vital to maintain the integrity and efficiency of maritime IoT systems, enabling seamless
connectivity and effective data exchange in the face of potential disruptions or signal
disturbances. Communications technologies can be broadly categorized into the following
categories:

• Near Range—The near range technologies are for short-range communications within
a limited area or proximity, such as ship-to-ship or ship-to-shore communication over
short distances.

• Wide Area—The wide area technologies are for long-range communication over larger
geographic areas, often facilitated by SATCOM systems providing global coverage.

• Narrowband—Narrowband technologies are for communication systems operating
within a narrow frequency range, typically used for transmitting small amounts of
data, such as text messages or basic voice communication.

• Broadband—Broadband technologies are for high-speed data transmission allowing for
transferring large amounts of data, enabling multimedia applications, video streaming,
and high-quality voice communication. Examples include cellular networks, very-small-
aperture-terminal (VSAT) systems, and dedicated maritime broadband services.

Due to the small amount of data typically transmitted by near-range communication
devices, such as those utilizing NFC, the required battery size is small, enabling extended
battery life. It is possible to send larger amounts of data using other near-range communi-
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cation protocols. The Wi-Fi system, for example, can deliver a large amount of data, but
the Wi-Fi signal range is generally limited to 100 m from a single access point [12]. To
cover larger areas, such as an ocean vessel, multiple access points or repeaters are often
necessary for Wi-Fi deployment. Bluetooth technology, on the other hand, has the capability
to establish communication over extended distances, particularly with the advancements
in Bluetooth 5. However, it typically operates at slower data rates compared to Wi-Fi. It is
worth noting that Bluetooth can be a suitable choice for certain applications, even though it
may have slower data transfer speeds when compared to Wi-Fi. Mobile cellular communi-
cation is a potential wide-area technology for the transmission of large amounts of data
over large geographical areas, which maritime communications can benefit from. Mobile
cellular services generally have the capability to send and receive larger amounts of data
compared to Wi-Fi. The exact data capacity and speed of mobile cellular networks depend
on various factors, such as the specific generation of cellular technology (e.g., 3G, 4G, 5G),
network coverage, and available bandwidth. It is a licensed technology that requires mobile
operators to obtain permission to operate a network within a specific geographical region.
However, due to the higher power consumption of cellular technology, it can significantly
impact the battery life of low-power devices.

While there are other communication protocols that are capable of transmitting data
over a wide area, they do suffer from low data rates and can typically only transmit kilobytes
of information instead of megabytes. Among these protocols is the long range (LoRa)
protocol. LoRa is an unlicensed technology that employs spread spectrum modulation and
enables the transmission of small amounts of data over long distances while consuming
less power [13]. A typical application of the LoRa protocol would be monitoring water or
gas meters over a large geographical area. Due to the small amounts of data transmitted,
the battery life of the device running protocols such as LoRa is relatively long.

2.2. Unmanned Aerial Vehicles (UAVs)

An aerial network consists of multiple unmanned aerial vehicles (UAVs). Since UAVs
are capable of flying, it is very attractive to deploy them as aerial base stations and re-
lays [14]. The airborne UAVs can communicate directly with other airborne UAVs or with
ground stations [15]. However, the management of UAV airborne networks poses signif-
icant challenges. These networks involve the exchange of vast amounts of information,
including flight and control information, protocol stack information, sensing information,
and data obtained from ground terminals. Furthermore, due to the constant motion of
UAVs, wireless links and network topologies are continuously changing. As a result,
managing and utilizing information, handling intermittent links, and maintaining a fluid
topology have become highly challenging tasks [16,17]. In maritime environments, UAV
communication also faces challenges to the channel characteristics, including temperature
of troposphere above the ocean, pressure, waveguide impact due to humidity, signal atten-
uation due to climate change, and uneven scatterer effect on UAV-to-ship communication
due to irregular sea waves [18]. Current 5G cellular networks mainly focus on the terrestrial
scenarios and do not cover maritime areas, causing difficulties in developing maritime
IoT [19,20].

Due to the difficulty of deploying communications infrastructure on the ocean, the
performance of existing maritime communication networks (MCNs) is far behind 5G [19].
However, the ubiquitous deployment of UAVs for wireless communication purposes can
offer a potential solution to bridge the 5G gap between networks in the air and those on
ground. With agile UAVs, there is an opportunity to provide maritime coverage in fixed
sea lanes, without relying on costly satellite systems or on-shore stationary base stations.
By employing a hybrid architecture, UAVs can establish connections with terrestrial base
stations along the coast while utilizing satellites for backhaul over long distances. To better
optimize the UAV deployment in response to the sporadic presence of ships in shipping
lanes, it can be tailored to address the specific needs and requirements of users [19]. The
use of tethered UAVs and helicopters is an alternative option for large ships and cruise
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ships. Tethering UAVs simplifies the provision of energy by allowing continuous power
supply through the tether. This eliminates the challenge of limited battery life and enables
the UAVs to operate for an extended duration [21,22]. Tethered UAVs provide a reliable
and continuous power source for aerial operations, making them suitable for various
applications in maritime contexts.

2.3. Autonomous Underwater Vehicles (AUVs)

The autonomous underwater vehicle (AUV) is a robot that travels underwater without
the assistance of an operator. Underwater projects and mapping missions using AUVs
can help commercial and recreational vessels detect and map submerged wrecks, rocks,
and obstructions that may present navigational hazards [23]. Deep-sea data collection is
a unique application of delay-tolerant networks (DTNs). There are several reasons for
this, including the need for timely data reporting and the inevitable delay in acoustic
transmissions in the ocean [24]. A AUV surfaces frequently to transmit the data obtained
from sensors—in two-dimensional or three-dimensional search space—to surface stations.
Whenever an AUV ascends to the surface to establish communication with the surface
stations, an additional delay occurs in the data transmission process. In [25], the authors
show that by optimizing the number and location of AUV resurfacing events, it is possible
to minimize the average data-reporting delay.

Additionally, underwater wireless sensor networks consume a significant amount of
energy and are unbalanced, which poses a substantial challenge for AUVs. AUVs receive
data directly from nodes located near the trajectory, while those farther away send data to
their neighbors. In order to overcome this problem, a trajectory adjustment mechanism
can be used, but this would result in nodes near the trajectory of the AUV consuming
energy more rapidly and dying earlier than expected. In order to adjust the trajectory, a
data collection scheme based on the location prediction of the AUV is incorporated in [26],
wherein the nodes follow a predefined trajectory in order to predict the location of the
AUV. The nodes that are located near the trajectory of the AUV send data to the AUV after
collecting it from other nodes. In order to minimize the effects of the harsh underwater
environment, a reliable mechanism has been developed to improve the performance of
the network and to balance the load on the nodes in order to extend the service life of the
network [26].

2.4. Unmanned Surface Vessels (USV)

Unmanned surface vessels (USVs) and unmanned surface vehicles are autonomous
vehicles capable of performing tasks in diverse and complex environments without human
intervention. In maritime communications, the limitations of UAVs have prompted indus-
try and academia to explore the potential of USVs as a competitive solution to achieving
the vision of 6G networks with seamless coverage and autonomous capabilities [27]. USVs’
robust, waterproof technology allows for long-term operation, even in challenging weather
conditions. They possess the ability to autonomously sense and gather information from
various maritime terminals, promptly identifying risks and responding accordingly. These
USVs are dispatched to periodically collect maritime data from buoys and sensor nodes
across vast areas. Equipped with high-gain antennas and computation units, USVs are
well-prepared for future mobile communications in computing and caching-enabled net-
works. They can perform local computations or offload tasks to satellites or base stations as
needed [11]. USVs offer numerous advantages for future maritime wireless communication
systems. They can provide flexible wireless communication services to remote maritime de-
vices, such as ships, buoys, beacons, sensors, and platforms, without the need for dedicated
high-gain antennas or satellite infrastructure. This enables the expansion of communication
coverage beyond terrestrial domains, facilitating commercial and military applications
such as deep-sea sightseeing and broad-sea monitoring. They can undertake longer and
more hazardous missions, incur lower maintenance costs, ensure greater personnel safety
due to their unmanned nature, and possess enhanced maneuverability and deployability
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in shallow waters where larger craft might struggle. Additionally, USVs have the potential
for enabling deeper water depth monitoring and sampling compared to aircraft/UAVs and
spacecraft [28].

3. IT, IoT, IIoT, IoUT, and OT

An IoT system is a gateway for the maritime industry. The gateway is used to commu-
nicate between the hardware components, such as sensors and machinery, and the cloud.
Additionally, gateways can be configured to provide only selective information to each
other and complete information only to the cloud. Information technology (IT) in maritime
communication involves the use of computer systems, software applications, and networks
to manage and process information related to maritime operations. This includes data
storage; transmission; analysis; and communication between vessels, shore-based facili-
ties, and other stakeholders involved in maritime activities. Operational technology (OT)
refers to the specialized systems and technologies used to control and monitor devices,
events, and processes in enterprise or industrial operations. With maritime operations,
OT includes equipment; software; and networks that enable real-time communication,
navigation, vessel control, safety systems, and other operational functions specific to the
maritime industry.

The Industrial Internet of Things (IIoT) refers to the extension and use of IoT in
industrial applications and sectors. In marine and underwater environments, the Internet
of Underwater Things (IoUT) is an emerging communication ecosystem that connects
underwater objects [29]. IoUT technology plays a crucial role in various aspects of the
maritime industry, including smart boats, ships, shores, and oceans. It enables automatic
marine transport, precise positioning and navigation, underwater exploration, and disaster
prediction, and prevention, as well as intelligent monitoring and security [30]. Although
IoUT devices generally do not generate new data at high frequencies, it is essential to
establish connectivity through methods such as acoustic, magnetic induction, and onboard
wireless communication. Maritime IoT and IoUT devices encounter the challenge of
ensuring continuous power or managing battery replacements. Consequently, these devices
need to be designed to harness energy from ocean-based renewable sources. Ships traveling
on seas, along coasts, or through shipping channels are included in the maritime market.
A major component of maritime demand is cargo tracking, telematics, asset monitoring,
border control, safety, scientific research, fleet management, and ocean monitoring [31]. A
further sub-category of IoT applications in maritime networks can be identified as follows:

• Cargo: In the maritime industry, one of the key applications of IoT technology is the
monitoring and tracking of large items, such as shipping containers, as they move
along shipping routes. Additionally, IoT devices can be utilized for fleet management,
which can automate and improve the efficiency of logistics, supply, maintenance, and
operations associated with the fleet [32].

• Cruise/ferry: The utilization of satellite technology is prevalent in various domains
such as fishing, cruise, ferry, and leisure markets. As vessels incorporate specialized
equipment for IoT sensor data and IoT connectivity, the use of satellite technology is
projected to increase even further.

• Fishing: There has been a significant improvement in the efficiency of monitoring, con-
trolling, and supervising fishing vessels as a result of vessel monitoring systems (VMS).
The use of VMS has become mandatory in several countries in recent years to ensure
that fishing vessels report their catches to fishery management agencies.

The maritime network is characterized by the involvement of nodes such as ships and
buoys in the development of an IoT setup, which led to the idea of Internet of Ships (IoS).
Through high-level virtualization of the core network, the IoS enables the coordination of
node computation to achieve forecasting analysis by using machine learning and artificial
intelligence methods. UAVs can also be used to collect information in addition to IoT
maritime sensor nodes. The battery life of the UAVs may limit this method, particularly if
the head node is mobile and gathers data from the sensor nodes. There are a number of
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industrial and scientific applications that require the connectivity of underwater objects,
including oil exploration, environmental monitoring, disaster prevention, and disaster
recovery [2]. Ships, buoys, and autonomous surface vehicles can serve as data collection
stations, or sinks, by gathering data from underwater sensor networks and transmitting
them to a control center via radio waves. This approach allows for efficient and cost-
effective data collection and monitoring in marine environments.

4. Current Security Challenges in Maritime Networks

There is no standardized cybersecurity strategy for maritime transportation, which
is a safety-critical activity. Cybersecurity attacks on shipping lines may have severe con-
sequences, such as maritime accidents and supply chain disruptions. Cyber-attacks can
have the most severe consequences as autonomous vessels become more prevalent [33].
The threat of maritime cyber-attacks adds a level of complexity to the traditional maritime
threats of piracy, illegal activities, maritime terrorism, and accidents at sea. Digitalization,
automation, and connectivity are increasingly prevalent in the global maritime sector. In
recent years, cyber threats have increased significantly. In the past few years, cyber-attacks
on shore-based maritime-related systems have increased nine-fold, while GPS and AIS
spoofing have frequently been observed [34]. Infiltrating and controlling a commercial
vessel in order to capsize, collide, or cause environmental damage is now well within the
realm of possibility [34]. A variety of complex automated systems are installed on modern
and autonomous ships, including navigation systems, radio detection and ranging (radar),
automatic identification systems (AISs), communication systems, and control systems to
control a wide range of electro-mechanical systems, including the main engine, generator, and
converter drive. In modern ships, the extensive use of automation and IT systems presents
new opportunities for hackers and malicious actors to implement cyber-attacks that could
have catastrophic consequences and cause major safety losses [35]. The main goal of the at-
tackers is to gain remote access to ships and vessels, extract sensitive and valuable information
for future attacks, or disrupt the ship’s operations by tampering with crucial components and
rendering automated systems non-functional [36]. Below are some potential vulnerabilities,
the consequences of an attack, and actual incidents that have been reported:

• There is no authentication or integrity check on the AIS transponders, which makes
them vulnerable to hacking, where they could be used to spread fake messages.
Attackers use software-defined radios to transmit false man-in-the-water signals,
enabling them to remain undetected and transmit false weather reports [35,36].

• Navigation and GPS technologies are actively used in the maritime sector, which is
a target for a number of cyber-attacks that aim to exploit design flaws in order to
destabilize services that rely on them [37]. By spoofing GPS signals, attackers are able
to reroute a vessel without triggering an alarm or alert.

• Autonomous vessels depend on enhanced SATCOMs to transmit operational com-
mands and sensor data, making them susceptible to cyber-attacks such as denial-of-
service attacks and man-in-the-middle attacks [38].

• The maritime very-small-aperture-terminal (VSAT) is an essential component for
high-speed data transmission during naval operations. However, it lacks authenti-
cation, encryption, security, or personal information verification, making all devices
vulnerable to attacks at the implementation level. Attackers could send false signals
or malicious codes to disable or compromise the system, potentially endangering the
safe navigation of the vessel [39].

• It is common for the system to be run on old computers without security updates.
It is possible to compromise the system when updating the maps by downloading
them from the Internet or manually uploading them via USB. The use of this updated
medium can expose the system to many security risks [40].

• Despite the fact that radar signals are harder to interrupt than satellite signals, they
are still susceptible to interference and DDoS attacks. Radar can provide inaccurate
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information about nearby objects in the event of a cyber-attack due to false echoes
caused by external radar waves. Inaccurate information can lead to ship collisions.

• In the maritime industry, several network types are used for the transmission of data
collected and processed by networked information systems. These technologies in-
clude SHIPNET, SAFENET, C3I system, RICE 10, SHIP system 2000, Smart Ship, and
TSCE. Several security vulnerabilities exist in these technologies, as the design and
configuration of communication links between IT networks neglect to consider au-
thentication and encryption methods, leading to potentially vulnerable and outdated
systems being available on the Internet [41].

5. A Framework for SDN–SDR-Based Maritime Communications

SATCOM offers numerous advantages over traditional point-to-point terrestrial com-
munications, with a wide geographical coverage being the most significant advantage.
However, SATCOM’s potential for providing extensive coverage across global regions, the
high cost of implementation, and extended propagation delays pose significant hurdles
to its deployment within the maritime sector [1]. The maritime industry largely relies on
SATCOM systems, which are expensive and have a low data rate [42]. Frequent maritime
activities, on the other hand, require high-speed and reliable data transmission in order to
ensure smooth communication between vessels and the control center. Current maritime
wireless communication systems, however, do not meet this demand. SDN and SDR have
tremendous potential to revolutionize maritime communications. With the proper design,
integration, and deployment of SDN–SDR-based wireless communications infrastructure
with the existing SATCOM infrastructure, both network and physical layer complexities
can be alleviated. Maritime communications can be better managed with the planned
deployment of software at these two layers to meet the demands and constraints of con-
stantly changing on- and off-shore maritime communication environmental conditions and
jurisdictional regulations.

None of the current solutions in the literature have considered our proposed approach
of leveraging SDN and SDR and the existing SATCOM infrastructure into a unified frame-
work for robust maritime communications, especially offshore. An important element
of introducing SDN and SDR into maritime communications is the simplification of the
communication infrastructure onboard a vessel [7]. The introduction of SDN on top of SDR
further bolsters the robustness of the communication infrastructure onboard a vessel, and
together makes the management, maintenance, and troubleshooting much simpler. The
remainder of this section focuses on the background of SDN and SDR and their potential to
alleviate the challenges of maritime communications, followed by an intuitive use case for
a unified SDN–SDR-based maritime communications framework integrated with existing
SATCOM infrastructure.

5.1. The SDR Approach

The International Convention for the Safety of Life at Sea (SOLAS) requires maritime
operators to comply with a host of requirements that specify certain constraints on ship-
board radio equipment [43]. Likewise, the International Telecommunication Union (ITU)
has specified equipment to comply with the SOLAS Convention requirements [44]. Among
these requirements are two-way VHF voice communication and, depending on the vessel,
could also include AIS, satellite equipment, and emergency-position-indicating radio bea-
cons. The ITU also identified trends that include E-navigation, VHF data exchange systems,
and VHF voice digitalization.

5.1.1. SDR Background

An SDR provides traditional hardware-based signal processing in a reconfigurable
software environment [45]. Where each new iteration of a communication standard re-
quires legacy radios to upgrade to the most recent chipset and transceiver components
to take advantage of new features, an SDR can be adapted to incorporate the changes by
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reprogramming the software that runs on programmable hardware [46]. Adopting the
use of SDRs can allow for switching from one communication standard to another, or
even using the same communication standard in countries that have differences in the
physical layer protocols. Using the 5G spectrum as an example, countries in the Americas,
Europe, and Asia are licensing different frequencies to operate equipment [47]. Instead of
carrying on board and maintaining a multitude of radios, SDRs can be reprogrammed and
use infrastructure common among varying implementations. While the use of a purpose-
built radio for a globally agreed standard need not be discarded in favor of an SDR, there
may be times or operating conditions when the SDR is superior. Marine VHF radios use
analog modulation for voice, while AIS is also a VHF band system that uses a digital
modulation [48].

A single SDR can take the place of both of these radios and implement further func-
tionality, such as the translation of voice-to-text information or even communication similar
to SMS messages. Additionally, the SDR allows for agility in transmitting or receiving
signals and can be adapted for the wireless environment. Atmospheric ducting has a
significant impact on electromagnetic wave propagation. Signals may travel well beyond
expected distances and cause unintended interference. An SDR can be used to partially
mitigate this interference and ensure that minimum data rate performance is met. In [49],
O’Shea et al. used an SDR to understand the effects of a wireless channel. They then used
machine learning to develop a non-standard modulation symbol constellation to minimize
the detection error of the received signal.

5.1.2. SDR Adoption

SDR solutions exist and may be implemented in maritime communication systems
and enhanced to keep up with the increasing demand for novel functionality. The US Navy
has been developing SDRs for implementation on surface ships and submarines, saving
space, reducing maintenance requirements, and adding functionality [50]. There are over
900 radios that have been initially delivered, and these systems are being improved with
new features that also include National Security Agency-certified encryption for both voice
and data [51]. The maritime industry can make ready use of the lessons learned from the
US Navy’s investment and enjoy the benefits of capable SDRs. While still meeting SOLAS
Convention and ITU requirements, SDRs offer an opportunity to improve current data rate
capabilities and remain flexible for future changes in communication protocols. In [52],
the authors present a prototype for AIS and VDES that is implemented on a low-cost SDR
platform. Their prototype platform specifically executes a selectable code for the AIS and
VHF data exchange system (VDES) services in transmission and reception modes. The
prototype has implemented an additional platform for filtering and amplification in the
AIS and VDES bands to improve the performance of the SDR platform.

In [53], the authors propose the creation of a low-cost AIS transmitter using SDR
technology and open-source software. Through tests, the authors confirm that SDR-based
AIS transmitters are a feasible solution since the AIS messages they sent out were received
by commercial AIS equipment. Table 1 provides a summary of various studies exploring
the utilization of SDN and SDR in maritime communications.

Table 1. Summary of Research Papers.

Reference Summary

[14]
SDN-based framework for stable and efficient communication strategies for UAVs,
addressing intermittent links, changing network topology, power constraints, link
switching, routing, and load balance.

[54]
SDN-based UAV network controller collects network statistics, uses data for
decision-making, emphasizing controller responsiveness, load, and device
proximity for enhanced cost reduction, reduced latency, and reliability.
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Table 1. Cont.

Reference Summary

[55] Joint sleep scheduling and opportunistic transmission scheme in maritime wireless
communication networks using SDN to balance energy consumption and delay.

[56] Use of multiple controllers for reducing response delay.

[57] Integration of SDR-based AIS receiver into AAUSAT3 satellite, noting versatility
and adaptability of new detection algorithms.

[58]
CrossFlow approach for application development in SDR networks, combining SDR
and SDN principles for flexibility and modular architecture in wireless radio
networks.

[59] Discussion of SATCOM bandwidths on ships, highlighting the cost-effectiveness of
indirect communication.

[52] Presentation of a prototype for AIS and VDES using a low-cost SDR platform, with
additional filtering and amplification for improved performance.

[53] Proposal for a low-cost AIS transmitter using SDR technology and open-source
software, confirming feasibility through tests.

5.2. The SDN Approach
5.2.1. SDN Background

There has been an increase in the use of software-defined networks (SDNs) in recent
years, which promise to solve the problem of bundling between the control plane and
the data plane. In an SDN, the control plane decides how network traffic should be
handled, and the data plane forwards the traffic by the control plane’s decisions. Logically
centralized controllers simplify policy enforcement, network (re)configuration, evolution,
and scalability by implementing control logic [60]. Figure 3 depicts mapping SDN and SDR
to an OSI model. Some of the key advantages of SDNs are as follows:

• Host Multiple Connections: The ability to host multiple connections means that
combinations of Wi-Fi, satellite, and mobile communication networks can be utilized
as a single connection to provide a more streamlined and less complex maritime
network. This also provides a certain level of redundancy for other connections in that,
should one connection falter or go down, multiple others could take any redirected
traffic onward to its destination.

• Intelligent and Application-Based Routing: One of the lesser celebrated but essential
benefits of SDN solutions are their application-based routing [61] and intelligence capa-
bilities [62]. This allows operators to build intelligence into their networks in order to
understand the applications they run and their particular bandwidth requirements. Us-
ing the multiple wide area network (WAN) links available, maritime software-defined
WAN administrators are able to benefit from dynamic application-level routing as
well as implement application-based intelligence to overlay traditional packet-based
routing. This enables the network to intelligently allocate the best possible connection
for each individual bit of traffic.

• Remote Management and Updates: Leveraging SDN technologies can also save
enterprises money, space, and resources by allowing SDN networks at their customers’
sites to be managed by service providers from a centralized location. This also allows
for networks to be updated remotely through software, instead of needing to house
an IT specialist for the duration of every trip.

In summary, SDN provides centralized control and management, allowing adminis-
trators to dynamically allocate and prioritize network resources based on real-time needs.
This flexibility enables efficient traffic management, ensuring smooth and reliable com-
munication between maritime assets. Additionally, SDN’s programmability enables the
implementation of advanced security measures [63]. It allows for fine-grained access con-
trol, enabling administrators to create and enforce security policies across the network.
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Moreover, SDN’s separation of control and data planes enhances security by reducing
the attack surface and preventing unauthorized access, especially when used in critical
infrastructure such as maritime communication networks.

Figure 3. Mapping SDN and SDR to OSI model.

It should be noted that SDN, while offering unprecedented flexibility and efficiency in
network management, can introduce challenges to system security. The centralization of
control in SDN architectures creates a potential single point of failure, making the network
vulnerable to targeted attacks. Additionally, the programmability of SDN controllers opens
up new attack vectors, as malicious actors may exploit vulnerabilities in the software-
defined infrastructure to manipulate network behavior. Moreover, the separation of the
control plane from the data plane in SDN can expose communication channels between
these components to security risks, potentially leading to unauthorized access or data
breaches. As organizations increasingly adopt SDN to enhance their network capabilities,
it becomes imperative to address these security concerns through robust encryption, access
controls, and continuous monitoring to safeguard the integrity and confidentiality of
network operations.

5.2.2. SDN Adoption

In maritime networks, establishing stable communication links is a significant chal-
lenge due to the constantly changing sea surface, which increases the risk of link fragility
caused by sea waves. Therefore, finding a stable route is crucial to ensure network stability
and minimize delays [64,65]. Recently, SDN has emerged as a solution to reduce the com-
plexity of network management tasks [66–68]. By utilizing SDN, networks can be deployed
and managed with greater flexibility, which reduces cost and increases availability. Addi-
tionally, the SDN controller integrates and learns from the information contained in the
network itself to make intelligent decisions continuously.

In [14], the authors propose a solution for developing stable and efficient communica-
tion strategies for UAVs is an SDN-based framework that takes into account intermittent
links, changing network topology due to UAV motions, and power constraints causing
departures and arrivals of UAVs. Their framework also addresses the problem of link
switching and routing to achieve load balance and extend the system’s lifespan. In [54],
a controller in the SDN-based UAV network collects network statistics and parameter
information and uses the calculated results to make informed decisions. The efficacy of
an SDN-based architecture is contingent on the responsiveness of the controller, which
is heavily influenced by the controller load and the proximity of the SDN devices. The
load imposed on a controller is determined by the volume of requests it receives from the
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IoT devices it manages. SDN holds the potential for cost reduction, reduced latency, and
enhanced network adaptability and reliability.

In [55], the authors present a joint sleep scheduling and opportunistic transmission
scheme in delay-tolerant maritime wireless communication networks based on SDN to find
a viable trade-off between energy consumption and delay. Another solution to reducing the
delay of response is through the use of multiple controllers, as presented in [56]. Figure 4
presents an SDN with a maritime communications network.

Figure 4. Maritime communications platforms with SDN.

Figure 5 depicts a potential maritime communications architecture leveraging SDNs
and SDRs with multi-controllers. The proposed multi-controller SDN-based maritime
network architecture has three planes—service, controller, and resource. This maritime
network has a variety of aerial, space, ocean, underwater, and terrestrial IoT objects. Each
controller controls a portion of the maritime network. The three controllers must work
together to make the best decisions regarding the entire maritime network. This approach
reduces both the response time and the load placed on a single controller. The sharing
and load balancing of multiple SATCOM links in maritime networks, as well as the ability
to overcome bandwidth constraints, are also challenges faced by SATCOMs in maritime
networks. To solve these problems, each ship can be considered to be an SDN switch, and
their management will be handled by a remote SDN controller [65].

Figure 5. SDN-based maritime network.

5.3. Maritime Communications Security with SDN

An SDN-based framework can be used to mitigate attacks in an automated manner
for improved resilience in the ship’s communication network [69]. There are sensors and
actuators attached to the different components of the ship that are responsible for controlling
the bridge, the engine, and the propulsion. The sensors transmit the data related to these
physical devices to the controller for analysis. The controller, known as the Monitoring
Controller, plays a crucial role in overseeing the operation of the ship’s components. It
continuously monitors the data received from the sensors and analyzes them to ensure
the proper functioning of the various ship components. Depending on the information



Network 2023, 3 576

obtained from the bridge devices, the Monitoring Controller issues commands to start
or stop the propulsion control system and can even reroute the ship on a different route
if necessary.

With the help of the Detection Engine, the Monitoring Controller can quickly identify
any anomalies or deviations from normal behavior. The Detection Engine examines the
network traffic within the ship’s communication network and detects suspicious or mali-
cious activities by employing various techniques and underlying algorithms. It analyzes
the network traffic patterns, protocols, and payload contents to identify potential threats
or attacks. Once a suspicious activity is detected, the Detection Engine raises an alert and
informs the Monitoring Controller about the potential security breach. Additionally, when
the Detection Engine detects a fault or failure on the bridge device, it notifies the Mitigation
Engine and the controller to divert the network traffic on a different route. The Mitigation
Engine is responsible for initiating appropriate countermeasures to mitigate the impact of
faults and/or failures. It collaborates with the controller to divert the network traffic onto
a different route, ensuring that critical ship operations continue without disruption. By
swiftly responding to faults or failures, the Mitigation Engine helps maintain the ship’s
communication network’s reliability and availability.

Together, the Monitoring Controller, Detection Engine, and Mitigation Engine form in-
tegral components of the SDN-based framework, working in tandem to safeguard the ship’s
communication network against potential threats and ensure uninterrupted operation.

Figure 6 shows these components and the relations between them. Note that each of
the three controllers within the controller layer, depicted in Figure 5, can have the Detection
Engine and the Mitigation Engine, for more robust overall security.

Figure 6. SDN-based framework for attack mitigation.

5.4. A Use Case

Merchants and cruise ships travel far and wide across the vast oceans between places.
In the case of Navy vessels, they remain afloat for months at a time and may be required
to anchor far offshore. In either case, the communications environment has physical and
environmental challenges. More importantly, once away from the shore, the ships have no
access to land-based high-bandwidth communications infrastructure. Furthermore, when
ships want to pull up to ports in different parts of the world, they are often faced with
differing communication standards. For example, countries may choose to operate wireless
communications equipment across different spectrum allocations [47]. With dedicated
equipment operating on a specific carrier for a given bandwidth, there is no guarantee of
compatibility with another system’s specifications.

While SATCOM is a viable solution in such scenarios, the cost can be prohibitive,
and the latency and signal interference may not be acceptable for time-critical missions.
Furthermore, the nature of the satellite constellation can introduce spatial or temporal
communication gaps. For instance, a geosynchronous satellite in orbit approximately
35,000 km above the earth has a period of approximately 24 h. This results in the perception
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to a user on the earth that the satellite stays relatively fixed at a given point in the sky. As a
maritime vessel traverses east or west across the oceans, this point in the sky eventually
will appear below the horizon, requiring the vessel to obtain coverage from an additional
satellite to communicate.

Additionally, due to the curvature of the earth, geosynchronous satellite coverage
above 70 degrees north latitude and below 70 degrees south latitude is greatly dimin-
ished [70]. While these issues can be overcome with different solutions such as using
a polar or highly elliptical orbit, they bring their own complications, such as tracking
and pointing requirements. In particular, Navy operations require connectivity among
a diverse set of platforms, including submarines, surface ships, aircraft, and shore sites
(see Figure 2). The links among these platforms support a wide range of applications
supporting strategic and tactical C4ISR functions. While high bandwidth communications
are available on large ships, small ships do not have the ability to leverage this bandwidth
by dynamically selecting the most capable link available [59]. Consequently, ships do not
efficiently utilize the available bandwidth within the strike group, limiting the ability for
smaller ships to effectively gain access to services on the global information grid (GIG) [59].
SDN–SDR-based unified communications infrastructure can be very useful for deployment
with the Navy’s carrier strike groups (CSGs), which is composed of ships, submarines,
aircraft, and personnel to support an extensive range of operations, all of which primarily
rely on SATCOMs.

A more robust, low-cost, high-bandwidth, and low-interference communication in-
frastructure should be considered to address the afore-explained situations, especially for
vessel-to-vessel (V2V) and vessel-to-aircraft-carrier (V2C) communications. With regards
to a CSG, one possible solution is to fit the vessels in the CSG with an SDN–SDR-based
unified communications framework integrated with the existing SATCOM infrastructure.
It is important to note that today’s satellites indeed leverage SDRs for more flexible and
varied applications. In [57], the authors discuss how the SDR-based AIS receiver has been
integrated into the AAUSAT3 satellite. The authors note that, due to its versatility, new
detection algorithms can be easily deployed on an SDR-based AIS receiver, and they easily
adapt to the new AIS transmission channels. As previously mentioned, SDN and SDR
provide great flexibility to the network and physical layer functionalities of the commu-
nications stack. Several other works, including [71–76], have evaluated the integration
of SDR in numerous satellite-based applications. With an SDN–SDR unified communi-
cations framework, the ship’s crew can prepare for changing RF requirements based on
the geographical region and regulations ahead of time by keeping the SDR infrastructure
ready with the requisite physical-layer standards with simple software reconfiguration
tasks. This will alleviate the burden of carrying several hardware components to meet the
communications standards of different regions. In [58], the authors present CrossFlow, a
principled approach for application development in SDR networks. CrossFlow provides a
flexible and modular cross-layer architecture using the principles of SDR and a mechanism
for centralized control using the principles of SDN. Through the convergence of SDN and
SDR, CrossFlow works towards providing a target-independent framework for application
development in wireless radio networks.

Each vessel in the CSG has a SATCOM link for communication with other vessels
and offshore sites and, more importantly, for accessing the services on the GIG. It is impor-
tant to note that small- and medium-sized ships within the CSG have limited SATCOM
bandwidth, typically 256–512 Kbps, which prevents them from accessing large volumes
of data. However, they can use the excess bandwidth of the 4–8 Mbps available to the
larger ships within the strike group [59]. Figure 7 depicts our proposed SDN–SDR-driven
communications between vessels for a representative CSG. Each vessel in the CSG—surface
and underwater—is fitted with multiple SDRs and managed by an SDN controller, denoted
as SDN-C. Note that the Carrier can have multiple controllers, i.e., SDN-Cs, along with one
SDN master controller, denoted as SDN-MC to manage the SDN-Cs. Each vessel in the
CSG establishes and maintains an SDN–SDR-driven communications link with the Carrier,
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i.e., V2C communication as previously noted. To maintain the V2C link, each vessel’s
SDN-C communicates with the Carrier’s SDN-C using the SDN–SDR unified cross-layer
network architecture.

Figure 7. Logical, i.e., network layer (SDN), COMMS with the proposed SDN–SDR cross-layer
unified framework.

With multiple SDRs, each vessel has the flexibility to dedicate specific SDRs for specific
functions, such as AIS, secure COMMS, etc. While the hardware remains the same, the
embedded software is adapted for each application. The Carrier frequency, bandwidth,
modulation, and other signal characteristics are specified to meet each communication
system’s requirements. The use of the same hardware is an advantage in case of an SDR
failure. Ready spares can be brought online, i.e., deployed, with the needed software
functionality and replaced at sea. In a worst-case scenario, a working SDR for a lower
priority system can replace a broken SDR in a critical system. Each Vessel in the CSG has
its own SDN-C, which is responsible for managing a specific domain or segment of the
network, ensuring optimal performance and handling local network events. However,
this teamwork does not stop within one ship, rather it extends to the Carrier itself and
reaches out to other vessels in the CSG. The Carrier has its group of SDN-Cs, working
together to make sure everything runs smoothly. In order to make sure everyone is in
synchronization, the Carrier has a special, global controller called the SDN master controller
(SDN-MC). The SDN-MC oversees the entire CSG network infrastructure and acts as a
central point of coordination for all vessels in the CSG. The SDN-MC’s primary role includes
global policy enforcement, network-wide optimization, and traffic engineering. It uses the
insights provided by the SDN-C to make strategic decisions that promote efficient resource
utilization, load balancing, and overall network resilience. Cooperation between the SDN-
C and the SDN-MC is essential for ensuring seamless network operation. The SDN-C
continuously provides real-time updates and status reports to the SDN-MC, enabling it to
make informed decisions. The SDN-MC, in turn, communicates high-level policies and
objectives to the SDN-Cs, ensuring that local decisions align with the global network goals.
This collaborative approach allows for dynamic adaptation to changing network conditions,
rapid fault detection and recovery, and efficient utilization of network resources.

The SDN-Cs on different vessels within the CSG can talk to each other by vessel-to-
vessel (V2V) communication. The Carrier’s SDN-Cs stay in touch with the SDN-Cs on
the other vessels using vessel-to-carrier (V2C) communication. This connection ensures
that everyone is informed and ready to act, no matter where they are. Figure 7 depicts
this coordinated effort. This setup boosts the CSG’s ability to work as one unit, managing
the network, adjusting communications on the fly, and adapting to new challenges in real
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time. Therefore, whether it is ship-to-ship or ship-to-carrier, this teamwork of SDN-Cs,
guided by the SDN-MC, keeps the CSG connected and responsive, ready to tackle whatever
the sea throws their way. In essence, this setup, i.e., the relationship between SDN-Cs
and the SDN-MC optimizes network performance by combining the localized expertise
of individual controllers with the overarching intelligence and strategic planning of the
global controller, i.e., SDN-MC. In addition to the SDN–SDR-driven V2V and V2C, each
vessel in the CSG also maintains a SATCOM link for emergencies in the event that the
SDN–SDR communication link goes down. Additionally, the Carrier maintains a high
bandwidth SATCOM data-pipe to communicate with the GIG and other offshore sites.
Having this high-bandwidth data-pipe also enables the Carrier to share its bandwidth
with smaller ships in the CSG. In addition to maintaining a communications link with the
Carrier, each vessel can also establish and maintain a V2V SDN–SDR communication link
with nearby vessels.

5.5. Performance Improvement of SDN–SDR over SATCOM

The exact area occupied by a CSG can vary depending on numerous factors, such as the
number and type of ships in the group, the mission of the group, the conditions of the ocean,
and the operational orders for spacing, among other things. The US Navy has conducted
emergent technology experiments in its annual Trident Warrior exercises [77]. In 2003, the
Trident Warrior demonstrated the use of a line-of-sight (LOS) inter-battle-group wireless
network to improve both the availability and data rate of the three ships in the experiment
compared to SATCOM only [78]. With operations permitting LOS, operating frequencies
from ship-to-ship can match the same frequencies used from ship-to-satellite and make use
of the same amount of bandwidth, B, as shown in the Shannon–Hartley formula,

C = B · log2

(
1 +

S
N

)
, (1)

where C is the data rate in bits per second, S is the received signal power, and N is the re-
ceived noise power. Among ships in the CSG, the distance will be much less (approximately
20 km) than the distance between the ships and the satellite (approximately 35,000 km), and
that is an advantage in the V2V case due to S reducing with the square of distance. In an AIS
system, the satellite antenna gain is modeled at 6 dBi, whereas a shipboard dipole antenna
may only have a gain of 2 dBi according to the ITU [79]. However, the 4 dBi of advantage
to the SATCOM system is erased by distance, d, in the Friis transmission equation,

S[dB] = P[dB]
t + G[dBi]

t + G[dBi]
r + 20 log10

(
λ

4πd

)
, (2)

where Pt is the transmitter power, Gt is the transmitter gain, Gr is the receiver gain, and λ
is the signal wavelength. The additive noise to the signal, N, is modeled as white Gaussian
and is a function of noise temperature and bandwidth.

Based on Equations (1) and (2), the potential data rate with the same carrier frequency
is much greater for an LOS V2V system compared to a SATCOM scenario due to the
distances involved. However, if ships are operating beyond LOS, lower frequencies, such
as in the VHF to HF range, need to be used. Since the maximum operating frequency is
lower, the potential bandwidth will be likewise reduced. Additionally, when using an SDN–
SDR unified framework, an additional processing delay will be incurred. Processing time
in SDN refers to the time required for the SDN controller to manage and make decisions
about network traffic and operations. This includes tasks such as analyzing incoming
packets, determining routing or forwarding instructions, generating and updating flow
rules, enforcing network policies, and responding to changes in network conditions. The
processing time in an SDN is closely tied to the control plane activities managed by the
controller. Depending on the complexity of the decision-making process and the load on
the controller, this can introduce some delay. The control centralization, while beneficial,
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can introduce additional delays compared to traditional networks, where devices make
decisions independently and in parallel.

There are two types of messages that need to be transmitted between the controller
and switches in data planes: Packet-In message (for packets that require controller decision)
and FlowMod message (for defining new flow rules). When a packet arrives at a switch or
router without a matching flow entry, it triggers a Packet-In message to be sent to the SDN
controller. The processing time includes the time the controller takes to make decisions
about how to handle the packet. The controller determines and generates flow rules
(FlowMod messages) for switches to apply to incoming packets. This includes analyzing
network conditions, policies, and the desired behavior.

It should be noted that even in SATCOM, which is the dominant mode of maritime
communications, there is still a nodal delay, dnodal . We can model dnodal at the satellite as

dnodal = dproc + dqueue + dtrans + dprop, (3)

where dproc is processing delay, dqueue is queuing delay, dtrans is transmission delay, and dprop
is propagation delay. When SATCOM is used, we expect dprop to dominate in Equation (3)
the other component terms. It should be noted that not every node’s nodal delay compo-
nents in every communication will be computationally significant, but it is important to
treat them as non-trivial.

Let us consider the communication needs of Destroyer-1 (see Figure 7), which is a
smaller vessel in the CSG with limited bandwidth. With the proposed solution, Destroyer-1
can piggyback on the large bandwidth SATCOM data pipe of the Carrier. When Destroyer-1
needs access to information on the GIG or other on-shore sites, it will contact the Carrier
with its request using the proposed SDN–SDR solution (see Figure 7). If the requested
information has previously been accessed by the Carrier, then it will be stored locally so
that future requests from other vessels in the CSG, such as Destroyer-1, can be satisfied at a
fraction of the cost. If, however, Destroyer-1’s requested information is not available locally
on the Carrier, then the Carrier will request that information using a SATCOM data link,
which can support more throughput than the other ships’ links due to antenna size and gain
advantages, as seen in Equations (1) and (2). This alleviates the burden on Destroyer-1’s
limited bandwidth SATCOM and potential long delays in accessing critical and time-
sensitive information. In [59], the authors note that the typical SATCOM bandwidths found
on small ships such as a Destroyer range from 256 to 512 kbps, while large ships such as
the Carrier have the capacity for 4–8 Mbps. The cost of the extra-hop of communication
from Destroyer-1 to the Carrier is insignificant compared to the cost that will be incurred—
directly and indirectly—if Destroyer-1 were to make a direct SATCOM request.

The round trip propagation time when communicating to a 35,000 km altitude geosyn-
chronous satellite with a 25 degree slant angle is approximately 552 ms, i.e., dSAT

prop = 552 ms.
On the other hand, the line of sight communication for ships operating at a range of 25 km
(i.e., Destroyer-1 to Carrier physical separation in this example) results in a round-trip
propagation time of 0.17 ms, i.e., dSDN

prop = 0.17 ms. Assuming Destroyer-1 has a SATCOM
bandwidth of 512 kbps and the Carrier has a SATCOM bandwidth of 2 Mbps, assuming
all the other nodal delay components are the same, the time to process the request for
information made directly from Destroyer-1 will be 4x slower compared to a request made
via the Carrier. While this would add an additional hop with an added round-trip propa-
gation of 0.17 ms, the overall request would still be processed almost 4x faster. Therefore,
with the proposed solution, the additional communication hop between Destroyer-1 and
the Carrier is trivial compared to the overall round-trip propagation time. Finally, if the
information requested by Destroyer-1 has been saved locally on the Carrier following a
previous request, then the entire request can be satisfied without necessitating the use
of SATCOM.
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6. Conclusions

Maritime industry has a long tradition of continuously adopting and adapting to new
technologies. However, the advancements in information and communication technologies
have not been adopted as much, primarily due to the restrictions and constraints of the
operating environment. In this paper, we have reviewed the current state and different
modalities of maritime communications and proposed a novel unified cross-layer SDN–
SDR communications framework for the maritime industry. The proposed framework
leverages the robust capabilities and baked-in flexibility of SDRs and SDNs. Our proposed
framework integrates the existing SATCOM infrastructure for improved and resilient
maritime communications in highly dynamic and resource-constrained environments. We
have presented the theoretical underpinnings along with a non-trivial example illustrating
the expected performance improvement of the proposed framework over purely SATCOM
communications in light of a geo-synchronous satellite. Our work, which includes a detailed
real-world use-case justifying the motivation for the proposed framework, presents an
analytical approach that indicates the feasibility of our overall framework. As an added
benefit, with the proposed SDN–SDR framework, the vast amounts of maritime data that
are currently going unused can be effectively analyzed and integrated into decision-making
processes at all levels of the organization. By creating a more connected, integrated, and
efficient maritime industry—from cargo vessels and cruise ships to Navy fleets—digital
transformation will have a profound impact on maritime operations.

Our future research will take a two-phase approach. Phase-1 will focus on a simulation-
based implementation of the proposed unified SDN–SDR cross-layer communications
framework. Among other things, we will take into consideration various environmental
factors along with different types of satellites (LEO, MEO, GEO) to empirically validate the
robustness of the proposed framework in the highly dynamic and resource-constrained
maritime environment. Based on the results and lessons learned, Phase-2 will focus on
implementing a working prototype testbed with COTS (commercially off the shelf) SDN
and SDR hardware.
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74. Gavrilă, C.; Popescu, V.; Alexandru, M.; Murroni, M.; Sacchi, C. An SDR-Based Satellite Gateway for Internet of Remote Things
(IoRT) Applications. IEEE Access 2020, 8, 115423–115436. [CrossRef]

75. Colombo, R.M.; Mahmood, A.; Sisinni, E.; Ferrari, P.; Gidlund, M. Low-cost SDR-based Tool for Evaluating LoRa Satellite
Communications. In Proceedings of the IEEE International Symposium on Measurements & Networking (M&N), Padua, Italy,
18–20 July 2022; pp. 1–6. [CrossRef]

76. Maheshwarappa, M.R.; Bowyer, M.; Bridges, C.P. Software defined radio (SDR) architecture to support multi-satellite communi-
cations. In Proceedings of the IEEE Aerospace Conference, Big Sky, MT, USA, 7–14 March 2015; pp. 1–10.

77. CHIPS Articles: NAVWAR Tests New Technologies for Future Fleet at Trident Warrior 2021. Available online: https://www.
doncio.navy.mil/chips/ArticleDetails.aspx?ID=15323 (accessed on 20 August 2023).

78. Lagana, J.P. FORCEnet: An Analysis of the Trident Warrior 2003 Exercise. Master’s Thesis, Naval Postgraduate School, Monterey,
CA, USA, 2003.

79. International Telecommunication Union. Satellite Detection of Automatic Identification System Messages; International Telecommuni-
cation Union Report ITU-R M.2084; International Telecommunication Union (ITU): Geneva, Switzerland, 2006.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1109/JPROC.2014.2371999
http://dx.doi.org/10.1109/INFOCOMWKSHPS51825.2021.9484442
http://dx.doi.org/10.1109/VITAE.2014.6934459
http://dx.doi.org/10.26599/TST.2021.9010002
http://dx.doi.org/10.1007/s11277-023-10402-7
http://dx.doi.org/10.1109/JIOT.2022.3163228
http://dx.doi.org/10.1016/j.future.2019.05.049
http://dx.doi.org/10.1109/TELSKS.2013.6704456
http://dx.doi.org/10.1109/MAES.2015.150107
http://dx.doi.org/10.1109/MAES.2018.170014
http://dx.doi.org/10.1109/ACCESS.2020.3004480
http://dx.doi.org/10.1109/MN55117.2022.9887761
https://www.doncio.navy.mil/chips/ArticleDetails.aspx?ID=15323
https://www.doncio.navy.mil/chips/ArticleDetails.aspx?ID=15323

	Introduction
	Background and Definitions
	Maritime Communication
	Unmanned Aerial Vehicles (UAVs)
	Autonomous Underwater Vehicles (AUVs) 
	Unmanned Surface Vessels (USV)

	IT, IoT, IIoT, IoUT, and OT
	Current Security Challenges in Maritime Networks
	A Framework for SDN–SDR-Based Maritime Communications
	The SDR Approach
	SDR Background
	SDR Adoption

	The SDN Approach
	SDN Background
	SDN Adoption

	Maritime Communications Security with SDN
	A Use Case
	Performance Improvement of SDN–SDR over SATCOM

	Conclusions
	References

