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Abstract—One of the main challenges in wireless networks is
addressing the unreliability of the wireless links, and providing
reliable transmissions. Two important sources of errors in wire-
less transmissions are noise and interference. In order to address
the errors due to noise, forward error correction methods can

be used, in which redundancy is added to the packets to detect
and correct the bit errors. However, when the environment is
too noisy, or there is interference among the transmissions, the
forward error correction codes might not be able to correct the
bit errors, resulting in packet erasures. In this case, application-
layer erasure codes, such as network coding, are useful. In this
paper, we consider a wireless network which faces both random
bit errors and packet erasures. In order to provide reliable
transmissions, we benefit from joint forward error correction
and erasure codes, and formulate the successful transmission
probability. We also propose a low-complexity method to find
the optimal redundancy that should be assign to the forward
error correction and erasure code. Our method consists of two-
phases: offline and online phases. In the offline phase, we generate
a reference table, which shows the successful delivery of the
packets for each possible transmission strategy. The source node
uses this reference table in the second phase to find the optimal
strategy depending on the noise and interference level. We show
the effectiveness of our proposed method through extensive
simulations.

Index Terms—Broadcast, wireless networks, packet erasure,
random linear network coding, forward error correction, reed-
solomon, error-prone channel.

I. INTRODUCTION

In the recent years, the hardware technology of mobile

devices, e.g. smartphones and tablets, have developed very

quickly. These devices are becoming very popular, and are

a part of our daily life. The wireless devices are used for

a variety of purposes, including but not limited to surfing the

Internet, listening to online music, and video streaming. These

devices typically use cellular or WiFi connections to provide

the Internet connection. However, a main challenge in wireless

networks is that of addressing the unreliability of the wireless

links, and providing reliable and robust transmissions.

Providing reliable wireless transmissions has been widely

studied by the research community. The automatic repeat

request (ARQ) [1] method is the easiest and most frequently

used technique to provide reliable transmissions. In ARQ,

the receiver nodes send a feedback message after each set

of transmissions to report the received or lost packets. How-
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Fig. 1. Motivation

ever, feedback messages incur transmission overhead. Another

widely used approach for reliable transmission is forward error

correction (FEC) codes [2]–[4], in which redundancy is added

to the packets to detect and correct the bit errors. In hybrid-

ARQ methods, FEC and ARQ messages are combined together

in order to reduce the overhead of the ARQ method [5], [6].

As Figure 1 shows, noise and interference are two major

sources of transmission errors in wireless networks. The

signals received by the receiver nodes are never exactly the

same as the signals transmitted by the source node. This is

the result of the noises that exist in the wireless environment.

The physical layer can remove the effect of the noise if the

noise level is less than a specific threshold. However, in the

case that the strength of the noise is greater than the threshold,

the physical layer cannot correct the signal and distinguish

the correct bits. In order to detect and refine the bit errors,

FEC methods can be used [2]. Reed-Solomon code [7] is an

example of a FEC code.

Interference among the nodes is the second major origin of

errors in wireless transmissions. In contrast with the wired

links, the wireless medium is shared among the wireless

devices. Consequently, in the case that two wireless trans-

mitters that have a common node in their communication

rage transmit simultaneously, the receiver node cannot receive

the transmitted packet correctly. Feedback messages can be

used to report the lost packets. However, feedback messages

put a burden on the system, specifically in the multicasting

applications. Because of this overhead, many multicast ap-

plications avoid using feedback messages. In order to make

the wireless transmissions robust against interference and the
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other sources of packet erasures, erasure codes [8] can be

used. Using erasure codes, a set of m packets are encoded

to M > m packets, such that receiving a subset of the M
encoded packets is sufficient to decode and retrieve the original

m packets. Random linear network coding (RLNC) [9] and

fountain [10]–[12] codes (also known as rateless codes) are

two well-known examples of erasure codes.

In [13], [14], the problem of optimal allocation of redun-

dancy between erasure codes and FEC in the case of single

destination has been studied. The authors in [15] performed

an experiment in wireless sensor networks to study the ad-

vantage of joint FEC and erasure codes. The authors show

the effectiveness of using random linear network coding [9]

as an erasure code in the hostile wireless environment that

the sensor networks work in. They show that random linear

network coding can outperform the physical-layer FEC in the

case of a high packet erasure rate. However, the authors did not

propose any method to find the optimal transmission strategy.

In this work, we study the problem of robust data trans-

mission in wireless networks with multiple destinations. We

consider a set of packets that should be broadcast to a set of

wireless users. In order to make the transmitted packets robust

against noise and interference, we use joint FEC and erasure

codes, which are intra- and inter-packet redundancy, respec-

tively. Our goal is to use a given number of transmissions and

assign the available redundancy to FEC and erasure codes in a

way that maximizes the probability of successfully delivering

the set of original packets. We formulate the problem as

an optimization problem. Moreover, we propose a two-phase

algorithm to find the optimal strategy. In the first phase of

the algorithm, we create a reference table, which shows the

success probability of each transmission strategy for every

noise and interference probability. This phase is performed

offline, and only once. In the second phase, the source node

searches the reference table to find the optimal distribution of

the redundancy among the FEC and erasure code.

The remainder of this paper is organized as follows. In

Section II, a background on network coding is provided and

the related work is reviewed. We introduce the setting and the

problem definition in Section III. We propose our joint FEC

and erasure coding method in Section IV. Finally, Section VI

concludes the paper.

II. RELATED WORK AND BACKGROUND

A. Reliable Transmission

A simple way to address error-prone wireless transmissions

and to provide reliable transmissions is to use feedback

messages. The most frequently used mechanism to ensure

successful delivery of the packets is the automatic repeat

request (ARQ) method [1]. However, the ARQ method puts

some transmission overhead on the network, which is the result

of transmitting feedback messages. This overhead becomes

a major challenge in multicast applications, such that many

multicast applications do not use ARQ. In order to reduce the

overhead of the ARQ method, hybrid-ARQ approaches [6],

[16] are proposed. In hybrid-ARQ, FEC is combined with the

ARQ. The used FEC methods in the hybrid-ARQ schemes

increase the success delivery rate of the transmitted packets,

which reduces the required number of feedback messages. The

RMDP method uses Vandermonde [17] code combined with

ARQ to ensure reliability.

Using erasure codes [8] is an efficient way to provide

reliable transmissions without the need for feedback messages.

In erasure codes, a set of m packets are encoded to M > m
coded packets. A destination is able to decode the coded

packets once it receives a sufficient number of coded packets.

Fountain (rateless) codes [10], [11], such as LT and Raptor

codes, are examples of erasure codes. Using fountain codes,

a source can potentially generate an unlimited number of

coded packets. The source can transmit the packets until the

destination nodes receive a sufficient number of coded packets

and decode the coded packets. The benefit of using fountain

codes is that, the coded packets contribute the same amount

of information to the destination nodes, and the destination

node only needs to receive enough coded packets, regardless

of which packets have been received or lost. Typically, XOR

operation is used in fountain codes to code the packets.

In order to combat with the bit errors during wireless

transmission, forward error correction (FEC) codes [2]–[4] are

widely used at the physical layer. A FEC code converts a

packet of n bits to a packet of n + kb bits. FEC codes can

detect and correct at most kb bit errors. The rate of a FEC

code is defined as the ratio of the original packet size to the

packet size after adding the FEC bits. The works in [18], [19]

studied the problem of designing efficient FEC codes.

The authors in [13], [14] study the problem of optimal

redundancy allocation between packet-level erasure codes and

physical-layer channel coding in the case of single destination

node. In contrast, in our system model, we have multiple

destination nodes. In order to evaluate the synergy between

FEC and erasure codes, the authors in [15] perform an

experiment in a low power wireless sensor. They use random

linear network coding as an erasure code, and combine it with

physical-layer FEC. The authors’ motivation was the hostile

wireless environment which low power sensors operate in,

in which there is significant interference from nearby nodes.

The results of the paper show the effectiveness of random

linear network coding, outperforming physical-layer FEC, in

the case of high packet erasure rate. However, the authors

do not propose any method to find the optimal transmission

strategy.

B. Network Coding

Network coding (NC) [20]–[22] is proposed in [23] for the

first time. The authors in [23] use network coding to solve the

bottleneck problem in a single multicast problem. It is shown

that network coding enables us to achieve min-cut max-flow

in the case of multicast application in wired networks. The

authors in [24] depict that linear network coding achieves the

capacity of a single multicast problem. The idea of random

linear network coding is proposed in [9]. The authors show

that if we select the coefficients of the linearly coded packets
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Fig. 2. System setting

randomly, a high probability all of the coded packets will

be linearly independent. The authors in [25] derive a useful

algebraic model of the linear network coding.

The main idea in random linear network coding is to

use random coefficients to code the packets together. The

operations are performed on a finite field (Galois field). In

random linear network coding, each packet has a form of
∑m

j=1
αj × Pj . Here, we represent the original packets as

Pj . Moreover, αj is a random coefficient. Similar to the

fountain codes, a source node can use random linear network

coding to generate and transmit an infinite number of coded

packets. A destination node is able to decode the linearly

coded packets and retrieve the original packets if it has access

to m linearly independent coded packets. The decoding is

similar to solving a system of linear equations. For this

purpose, Gaussian elimination can be used. In the applications

where 100% reliability is needed, the source node can keep

transmitting random linearly coded packets until it receives a

single acknowledgment message from the destination node.

Reliable one-hop multicasting transmission has been studied

in [26]–[28]. In order to provide 100% reliability, the authors

use feedback messages. Using these feedback messages, the

source node can find the lost packets and retransmit them. In

the proposed methods in [26]–[28], the source node benefits

from XOR coding in the retransmissions. In this way, the

number of transmissions required to deliver to lost packets

decreases, which improves the system throughput. The idea

is to combine the packet that is lost by a destination node,

but has been received by the other destination node. Using

network coding in the retransmission phase, each transmitted

coded packet can deliver multiple lost packets to the different

destination nodes.

The concept of symbol-level network coding is proposed

in [29]. The authors show that, the throughput of symbol-

level network coding is more than that of the packet-level

network coding. The idea is that, even in the case of erroneous

transmissions, some parts of the transmitted packets might be

received correctly and without any error. As a result, if we

can distinguish and use these parts of the transmitted packets,

we can save the transmissions. Consequently, the throughput

of the system increases and the transmission cost reduces.

III. SYSTEM SETTING

We consider a single-hop wireless network that consists of

one source and u destination nodes di, as depicted in Figure 2.

The source node, which can be an LTE base station or a WiFi

TABLE I
THE SET OF SYMBOLS USED IN THIS PAPER.

Notation Definition

ǫi,b The bit error rate at user di
ǫi,e The erasure probability due to noise at user di
ǫi,I The interference probability at user di
ǫi The packet erasure probability due to noise and

interference at user di
qi The successful decoding probability at user di
m Number of packets to send

n Packet size (before adding FEC)

kb Number of FEC bits

kp Number of redundant packets

g The step size for amount of FEC

u Number of destination nodes

di The i-th destination node

router, has a batch of packets to send to the destination nodes.

The packets are segmented into sets of m packets. Also, the

size of each packet is equal to n bits. In the rest of the paper,

we use “destination” and “users” interchangeably.

We consider two sources of errors that might affect the

packet transmissions. The first source of error is the noise

in the environment, which results in random errors in the

transmitted bits. The second source is interference among the

nodes, which results in burst errors in the bits, and might issue

packet erasure. We represent the probability of bit errors at

destination i as ǫi,b. Moreover, the interference probability at

node i is represented as ǫi,I .

The source node can send a total of X bits for any set

of m packets. The limited number of bit transmissions can

be motivated by real-time applications or delay sensitive data,

such as video streaming. The redundant bits can be assigned

as intra-packet (bit level) forward error correction (FEC) to

battle the random bit errors. They can also be assigned as the

application-level erasure codes (or inter-packet redundancy)

to provide protection against packet erasures. We represent

the amount of added FEC to each packet as kb. Moreover,

the number of redundant transmitted packets is shown as kp.

Our objective in this work is to provide protection for the

transmitted packets, such that the probability of receiving the

batch of m packets by the destination nodes is maximized. In

other words, we want to find the optimal transmission scheme

that maximizes the probability of successfully receiving the

set of m packets in each segment. Table I summarizes the set

of notations used in this paper.

IV. ROBUST TRANSMISSION SCHEME

Because of more sources of errors and the shared nature of

the wireless medium, wireless links are less reliable than the

wired links. Noise and interference are two major sources of

transmission errors in wireless networks. Noise always exists

in the wireless environments, and it changes the transmitted

signals. In the case that a noise level is greater than a
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threshold, the physical layer cannot correct the received signals

to distinguish the actual bit. In order to correct the bit errors,

forward error correction (FEC) methods [2]–[4] are used. For

example, in order to find a single bit error, a parity bit can be

added to the packet. Parity can be the logical XOR (exclusive

disjunction) of the bits. In order to find a greater number of

errors and correct the errors, more complex FEC methods can

be used. Using FEC methods, a packet of n bits information

is mapped to a n+kb bit packet, which results in a lower error

rate. In this case, the effective rate, also called coding rate, is

equal to n/(n+ kb). This type of redundancy is called inner

or intra-packet redundancy.

The next major source of errors in wireless transmissions is

interference among the wireless nodes. The wireless medium

is a shared medium. As a result, once two nodes that have a

common node in their communication range transmit at the

same time, they will interfere with each other. In order to

provide reliable transmissions, feedback messages can be used

to find the lost packets. However, feedback messages might

not be feasible. They also incur some overhead and transmis-

sion delays, since the transmitter needs to stop transmissions

to receive feedback messages. Specifically, in multicast or

broadcast applications, feedback messages are very costly.

In order to improve the communication reliability without

using feedback messages, erasure codes [8] can be used.

In erasure codes, cross-packet (inter-packet) redundancy is

added to the packets. For example, m packets are encoded

to m + kb packets, where kb is the number of redundant

encoded packets. In this case, the coding rate (or effective

rate) is equal to m/(m + kb). An erasure code is optimal if

the original m packets can be retrieved using any subset of m
out of the m + kb encoded packets. Random linear network

coding (RLNC) [9] is such a coding technique. Fountain codes

are also effective erasure codes that can be applied to provide

reliable transmissions without the need for feedback messages;

however, fountain codes are not optimal erasure codes.

In the following sections, we first discuss about the FEC

and erasure codes that we use in our work. We then calculate

the probability of successful packet reception for a given FEC

and erasure code redundancy. At the end, we propose a two-

phases method to find the optimal redundancy distribution to

the FEC and erasure codes.

A. Forward Error Correction

At the packet level, we use forward error correction to

battle with the random bit errors, which might happen due

to the environment noises. For this purpose, we choose Reed-

Solomon (RS) code. The Reed-Solomon code is a typical FEC

code, which has been widely studied and applied against for

error correction. In RS(n, n+kb), for every n bits of a packet,

kb parity bits are added to the packet. If a destination node

receives at least n out of the n+kb bits correctly, it will be able

to retrieve the original packet (the n bits). Reed-Solomon code

is an optimal code, since receiving any n bits is sufficient to

retrieve the original n bits. It should be noted that other FEC

methods can also be applied in our method.
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Fig. 3. Network coding and FEC scheme

B. Application Layer Erasure Code

In order to address packet erasures that might be due to

interference or a high bit error rate, erasure codes can be

used. Random linear network coding and fountain codes are

two widely used erasure codes. The complexity of coding and

decoding in fountain codes is less than that of the random

linear network coding. However, in contrast with random

linear network coding, fountain codes are not optimal.

If fountain code is used to code m packets, (1 + β)m [10]

coded packets are required to decode and retrieve the original

m packets. Here, β is a small number, which is the overhead

of the fountain code. It should be noted that (1 + β)m is the

required number of received coded packets for decoding, and

is independent of the channel reliability. It is shown that this

overhead goes to zero as m goes to infinity [12]. In our model,

the number of packets that should be transmitted are limited.

As a result, because of this overhead, we prefer to use random

linear network coding in our proposed method.

C. Joint Network Coding and FEC Scheme

As mentioned above, FEC and random linear network

coding can be used to address the bit errors and erasures

in wireless networks. As a result, to address bit errors and

erasures that might happen during the transmissions of a set

of packets, in our robust transmission method, we use both of

these schemes.

Figure 3 shows the overview of our coding scheme. We

first partition the packets that need to be transmitted to a set

of equal size segments. The size of each segment is equal to m
packets. The reason for segmentation is to reduce the encoding

and decoding complexity of the random linear coded packets.

Moreover, segmentation reduces the decoding delay of the

packets. Without segmentation, a receiver cannot use any

received coded packet until it receives a sufficient number of

coded packets. Then, the receiver can use Gaussian elimination

to decode and retrieve all of the original packets. In the case

of transmitting real-time data, such as video streaming, the

receiver node needs to decode the coded packets and retrieve

the original packets in a timely fashion.

After performing segmentations, the packets of each seg-

ment are linearly coded together using random coefficients. In

this way, all of the coded packets have the same importance

and contribute the same amount of data to the destination

nodes. The number of packets in each segment is m, and

the number of generated coded packets is m + kp, where kp
is the number of redundant transmitted packets. This coding
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is an inter-packet coding and makes the transmission method

robust against packet erasures. The coded packets are shown in

Figure 3. This process is performed at the applications layer.

In order to make each packet transmission robust against the

noises and reduce the packet erasure probability, we apply a

FEC method on each coded packet. After performing random

linear network coding, the physical layer receives the linearly

coded packets and performs the Reed-Solomon scheme on the

coded packets. The size of each coded packet before and after

adding the FEC redundancy is equal to n and n + kb. Here,

we represent the added intra-packet redundancy (FEC) to each

coded packet as kb.

The question that arises is that, what is the best scheme

to distribute the redundancy among the inter-packet (random

linear network coding) and the intra-packet (FEC) coding. It is

clear that in the case of a high bit error rate, more redundancy

should be assigned to intra-packet coding. In contrast, in

order to make the transmissions with high erasure probability

robust, more redundancy should be assigned to the inter-packet

erasure codes. However, finding a redundancy distribution

that maximizes the probability of successfully receiving the

packets is not straightforward. In the next two sections, we

first formulate the problem and calculate the probability of

successfully receiving the packets by a destination node. We

then propose an algorithm to find the optimal solution.

D. Formulation

For each set of packets, to be transmitted, the total number

of bits that can be transmitted should be less than or equal to

X . Therefore, we have (n+kb)×(m+kp) ≤ X . We represent

the error probability at the bit level, interference probability,

erasure provability due to noise, and packet erasure probability

that user di experiences as ǫi,b, ǫi,I , ǫi,e, and ǫi, respectively.

We can calculate the packet erasure probability due to noise

(bit level errors) as:

ǫi,e = 1−

n+kb
∑

j=n

(

n+ kb
j

)

ǫn+kb−j
i,b (1− ǫi,b)

j (1)

where, n and kb are the packet size and the number of FEC

bits. Reed-Solomon code that is used as the FEC scheme can

detect and correct up to kb errors. In the above equation,

we calculate the probability of correctly receiving at least n
bits, and subtract it from 1. If the number of errors is greater

than kb, the bit errors cannot be corrected, and the packet is

discarded. In the case that noise does not cause packet erasure,

interference can still result in packet erasure. As a result, the

total erasure probability can be calculated as follows:

ǫi = ǫi,e + (1− ǫi,e)× ǫi,I (2)

Assume that the number of data packets to send is m. Also,

we represent the number of redundant transmitted packets as

kp. A destination node is able to decode the linearly coded

packets and retrieve the original m packets if it receives m
linearly independent packets. It is shown in [9] that with

a high probability, any set of m linearly coded packets are

linearly independent. As a result, with a high probability,

receiving any m coded packets is sufficient for decoding. We

represent the probability of successfully receiving the set of m
packets by user di as qi. We can calculate the success decoding

probability as follows:

qi =

m+kp
∑

j=m

(

m+ kp
j

)

ǫi
m+kp−j(1− ǫi)

j (3)

If we define the objective function as the summation of

successfully receiving packets’ probability regarding all the

destinations, the optimization problem can be summarized as

follows:

max

u
∑

i=1

qi

s.t qi =

m+kp
∑

j=m

(

m+ kp
j

)

ǫi
m+kp−j(1 − ǫi)

j , ∀i : 1 ≤ i ≤ u

ǫi,e=1−
n+kb
∑

j=n

(

n+ kb
j

)

ǫn+kb−j
i,b (1−ǫi,b)

j , ∀i : 1 ≤ i ≤ u

ǫi = ǫi,e + (1− ǫi,e)× ǫi,I , ∀i : 1 ≤ i ≤ u

(n+ kb)× (m+ kp) ≤ X

E. Finding Optimal Distribution

Unfortunately, Equations (1) and (3) cannot be simplified

into a closed form. As a result, the complexity of the proposed

optimization in the previous subsection is high. In order to

reduce the complexity of finding the optimal FEC and random

linear network coding redundancy level, we propose a two-

phases scheme, which contains offline and online phases. In

the offline phase, a reference table is created which shows

the success delivery of the packets for each possible FEC and

random linear network coding redundancy levels. Then, in the

second phase, the transmitter performs a fast search algorithm

on the reference table in order to find the optimal FEC and

random linear network coding levels, depending on the noise

and interference probabilities of the users. In the following

subsections, we discuss these two phases.

1) Reference Table Creation: The first phase of our method

involves creating a reference (look-up) table, where for each

possible distribution of the transmissions and error probability,

shows the probability of successfully decoding and retrieving

the original m packets by the destination node. It should be

noted that this phase needs to be run only once to generate

a reference table, and the source node can use the created

reference table to find the optimal distribution of the trans-

missions in any error rate (random bit error and interference

probability). Using this reference table, the transmitter can

perform a simple search to find the optimal transmission

scheme for any number of destination nodes and error rates.

In order to create the reference table, we generate all of the

possible distributions of the X transmissions to the FEC and

application-level network coding. We then use Equations (1)

and (3) to calculate the probability of the successful decoding
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Algorithm 1 Reference Table Creation

1: Initialization: h, j, k = 0
2: Main:

3: for kb = 0 to kb = (X −mn)/m, step=g do

4: h = h+ 1 // Index for reference table

5: kp = X/(n+ kb)−m
6: for ǫi,b = 0.05 to 1, step = 0.05 do

7: j = j + 1 // Index for bit error probability

8: for ǫi,I = 0.05 to 1, step = 0.05 do

9: k = k + 1 // Index for interference probability

10: Use Equation (1) to calculate ǫi,e
11: ǫi = ǫi,e + (1 − ǫi,e)× ǫi,I
12: Use Equation (3) to calculate q
13: Ref(h, j, k) = q

of the original m packets for each possible distribution and

error rate. In order to reduce the size of the reference table

and time complexity of the reference table creation, we limit

the number of error rates that are considered and included in

the reference table. For this purpose, we consider 0.05 as the

granularity of the random bit error rate and interference prob-

ability. It should be noted that not only does this granularity

reduce the size of the reference table, but also decreases the

time complexity of the second phase (search algorithm).

The details of the reference table creation algorithm are

shown in Algorithm 1. In the first “for” loop, we change the

FEC from 0 to (X − mn)/m per packet. We increase the

amount of FEC for each packet in step sizes equal to g. The re-

maining redundancy is used for the application-layer network

coding. The number of linearly network coded packets that can

be transferred is equal to kp = X/(n+kb)−m. In the second

and third “for” loops, we change the bit error and interference

probability, and use Equations (1), (2), and (3) to calculate

the success probability. The algorithm returns a reference table

for a given X , m, and n. The result will be a 3-dimensional

reference table. The first dimension is the amount of FEC and

the application-layer network coding (coding strategy). Also,

the second and third dimensions are the random bit error rate

and the interference probability.

2) Search for Optimal Coding Scheme: As we mentioned

in the previous subsection, the reference table needs to be

generated only once, and the source node can use the reference

table to find the optimal distribution in any delivery rate

scenario. For each possible distribution of the transmissions,

the source node searches the reference table to find the

decoding probability of the coded packets that is correspondent

to the destination’s error rate. Assuming that the objective

is defined as maximizing the summation of the successful

decoding probabilities of all the destination nodes, the source

node finds the distribution that maximizes this value. An

advantage of our two-phases algorithm is that, we can easily

modify the second phase of our proposed method (search

phase) to consider other objective functions. For example, we

can change the objective function to consider fairness or to

Algorithm 2 Search for Optimal Coding Scheme

1: Initialization: max = 0
2: Main:

3: for Each strategy h in the reference table do

4: U = 0
5: for Each user ui do

6: Search the reference table to find qi corresponding to

ǫi,b and ǫi,I
7: U = U + qi
8: if U > max then

9: max = U
10: Mark strategy h as the selected policy

guarantee a minimum successful decoding probability for each

destination node. The details of the search phase are shown in

Algorithm 2.

3) Unknown Channel: In the previous sections, we as-

sumed that the channel condition is perfectly known by the

source node. However, the channel condition of the wireless

links is not fixed, and it changes over time. The total gain

of the users highly depends on the bit error rate and the

interference probability. As a result, the source node needs

to learn them, when it does not have a perfect knowledge.

In order to learn the channel conditions, each destination

node needs to send periodic feedback messages to the source

node, which contains the number of correctly received coded

packets and the average number of bit errors. We represent the

estimated bit error rate and the interference probability of user

di at time τ as êi,b,τ and êi,I,τ , respectively. Moreover, the

number of bit errors and packets loss due to interference are

represented as ri,b,τ and ri,I,τ , respectively. The estimated bit

error rate and the interference probability of user di at time

τ + 1 can be estimated as follows:

êi,b,τ+1 =
(τ − 1)× êi,b,τ + ei,b,τ

τ
(4)

êi,I,τ+1 =
(τ − 1)× êi,I,τ + ei,I,τ

τ
(5)

Here, ei,b,τ and ei,I,τ represent the bit error rate and the

interference rate that user di experiences at time window τ ,

and it can be calculated as follows:

ei,b,τ =
ri,b,τ

(n+ kb)(m+ kp)

ei,p,τ =
ri,p,τ

(m+ kp)

In Equations (4) and (5), we multiply τ − 1 by êi,b,τ
and êi,I,τ , respectively, to compute the total bit errors and

the number of interferences in the previous τ − 1 set of

transmissions.

V. EVALUATION

In this section, we evaluate our proposed method through

simulations. We first introduce the setting that is used in the

evaluations. We then show and discuss the simulation results.
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Fig. 4. Comparing the average number of received packets by the users in the case of transmitting 100 sets of packets; Number of users: 10; Original packet
size: n = 10 bits; Number of packets to send in each set: m = 10.

A. Simulation Setting

In order to evaluate our proposed joint FEC and erasure

code transmission scheme, we implemented a simulator in

the MATLAB environment. We evaluate the performance of

our algorithm by comparing it against transmitting the packets

using only FEC and only random linear network coding meth-

ods, which we refer to as FEC and NC methods, respectively.

In the FEC method, all the redundancy is assigned to the

FEC. Also, in the NC method, the original packets are coded

using random linear network coding, and the redundancy is

assigned as the extra packet transmissions. We evaluate all of

the methods on 1,000 topologies with random bit error ate and

interference probability. The plots in this section are based on

the average output of the simulations. We assume that the bit

error rate and interference probability of the user nodes are

independent, and are known by the source node. We evaluate

the effect of bit error rate, interference probability, and the

amount of redundancy on the number of received packets by

the destination nodes. In the plots, we refer to our scheme as

the NC-FEC method.

B. Simulation Results

In the first experiment, we study the effect that the amount

of redundancy has on the number of received packets by the

users. The number of users and the size of original packets are

equal to 10. Moreover, the bit error rate and the interference

probability of each user are set to a random value in the range

of [0, 0.1]. The source node transmits 100 sets of packets.

Each set of packets itself contains 10 packets. The number of

assigned bit transmissions, which are shown in the plots, are

for each set of packets.

The average number of successfully received packets by the

10 users are shown in Figure 4(a). As expected, the number

of successfully received packets in our proposed scheme is

more than those in the FEC and the NC methods. It is

clear that as the amount of redundancy increases, the number

of successfully received packets increases as well. However,

Figure 4(a) shows that the number of received packets in

the FEC method is almost fixed. The reason is that, the bit

error rate is not high in this evaluation. As a result, the 5

extra bits that are added to each original packet are enough

for correcting the bit errors, and assigning more FEC does

not have any advantage. In contrast, the NC-FEC method

assigns the extra redundancy to the erasure code (NC) to

combat the interference. In the case of 150 bits transmitting,

the performance of the NC method is less than that of the

FEC method. The reason is that, in the NC method, even a

single bit error results in packet erasure. However, in the case

of 200 bits transmissions, the extra transmitted packets in the

NC method can compensate for this high erasure rate.

In Figure 4(b), we increase the interference probability to

the range of [0, 0.2] and repeat the previous experiment. The

other settings are similar to that in Figure 4(a). A higher

interference probability reduces the number of successfully

received packets of all of the three methods. However, by

adding more redundancy, the number of successfully received

packets in our NC-FEC method approaches 1000 very quickly.

Since the FEC method does not benefit from any inter-packet

redundancy, it is more vulnerable to the interference. The plot

shows that the number of successfully received packets in the

NC and FEC methods are up to 53% and 57% less than that

of the NC-FEC method.
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In Figure 4(c) and (d), we increase the interference probabil-

ity to the ranges of [0, 0.3] and [0, 0.4], respectively, and repeat

the previous experiment. The higher interference probability

makes the number of successfully received packets of the

FEC method less than that of in NC method. Comparing

Figures 4(a)-(d), we can find that our proposed NC-FEC

method is more robust against the interference probability that

in the FEC and the NC methods. The reason is that, the NC-

FEC method uses the redundancy more efficiently that the

other methods.

In the next set of four experiments, we increase the range of

bit error rate to [0, 0.2], and repeat the previous experiments.

The number of received packets of the FEC method in

Figure 4(e) is up to 3 times that of the NC method. The reason

is that, the NC method is vulnerable to even a single bit error.

The high bit error rate in Figure 4(e) results in too many

packet erasures, which cannot be compensated by the added

inter-packet redundancy of the NC method. The number of

received packets of the NC and FEC methods in Figure 4(a)

are up to 72% and 37% less than that of the NC-FEC method.

From Figures 4(a)-(h), we find that as the bit error rate

and interference probability increases, both of the NC and

FEC methods become feeble. In Figure 4(h), the number of

received packets in both of the NC and FEC methods are

very close, and both of the methods perform very poorly. In

this case, increasing the number of transmissions even to 200

bits does not have a great impact on the number of received

packets of the FEC and NC methods. In contrast, our proposed

method performs well even in the case of high bit error rate

and interference probability. In Figure 4(h), the number of

successfully received packets in our scheme is up to 4 times

that of the FEC and NC methods.

In the next set of experiments, we study the effect of

interference on the number of received packets. There is a

single user in the network, and there are 100 sets of 10 packets

to be transmitted. The size of each packet before adding FEC

is equal to 10 bits. In Figure 5(a), the bit error rate of the user

is randomly set to a value in the range of [0, 0.1]. Also, the

number of transmitted bits is set to 200. The interference range

is shown in the caption of the X-axis. As Figure 5(a) shows,

the NC-FEC and the FEC methods have the highest and the

lowest number of received packets, respectively. Also, the FEC

method is highly vulnerable to the interference, which is due

to lack of any inter-packet erasure code. For an interference

probability in the range of [0.2, 0.3], only about 60 out of the

1000 packets are received correctly. The figure shows that our

proposed NC-FEC method is more robust to the interference

compared to the other methods.

In Figure 5(b), we increase the number of transmitted bits

to 220, which results in more received packets in the case of

using NC or NC-FEC methods. However, this increase in the

redundancy does not have much effect on the FEC method.

The figure shows that in the case of interference in the range

of [0.2, 0.3], the number of received packets in the NC-FEC

method is about 12 times that of the NC method.

We repeat the experiment in the cases of 240 and 260

bits transmissions in Figures 5(c) and (d), respectively. Fig-

ures 5(a)-(d) show that the number of received packets in

the case of using the FEC method and with an interference

probability on the rang of [0.4−0.5] is almost zero. Moreover,

the number of transmitted bits does not have much of an

impact on the number of received packets in the case of the

FEC method.

In the next set of four experiments, we increase the bit

error rate to the range of [0.1, 0.2], and repeat the last four

experiments. The results are shown in Figures 5(e)-(h). Due

to lack of intra-packet redundancy, the NC method becomes

too fragile in the case of high bit error rate. Figure 5(h)

shows that even with 260 bits transmissions, at most only 5

packets are delivered correctly by the NC method. Also, for

an interference probability in the range of [0.4,0.5], the NC

and FEC methods cannot deliver any packet successfully. In

this case, our proposed NC-FEC method can still deliver about

530 packets successfully.

VI. CONCLUSION

Due to unreliability of the wireless links, providing reliable

transmissions is a challenge in wireless networks. Noises and

interference among the wireless nodes are two main sources

of errors in wireless transmissions. In order to address the

errors due to noise, forward error correction methods are

widely used. In the case that the network is too noisy, or

there is interference among the wireless nodes, application-

layer erasure codes, such as network coding, are useful.

In this paper, we address the problem of providing robust

data transmission in a one-hop multicast network. We benefit

from joint forward error correction and erasure codes in our

proposed method. We derive the relation of bit error rate and

interference with successful delivery of the packets. In order

to find the optimal distribution of the available redundancy

among FEC and erasure code, we propose a low-complexity

two-phases method, which has offline and online phases. In

the first phase, a reference table is generated, which shows the

successful delivery of the packets for each possible redundancy

distribution. In the second phase, the source node uses this

reference table to find the optimal strategy depending on

the noise and interference level. In order to evaluate our

proposed method and show its effectiveness, we preform

extensive simulations. Our future work will be to implement

the proposed method and evaluate its performance in a real

environment.
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