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Abstract—Delay tolerant networks (DTNs) are a special type because of the sparse connectivity among nodes in DTNs.
of wireless mobile networks which may lack continuous network There also has been some work on multicast routing protocols
connectivity. Multicast is an important routing function that ;, DTNSs [5], [6], [7], [8], and [9]. Existing work focuses on

supports the distribution of data to a group of users, a service - .
needed for many potential DTNs applications. While multicasting three models: (apingle node(also calledferry) model ([5]

in the Internet and mobile ad hoc networks has been studied @nd [6]), in which one single node holds all destinations and
extensively, efficient multicasting in DTNs is a considerably delivery to each destination at contacts through movengbjt;
different and challenging problem due to the probabilistic nature  multiple copies modg([7] and [8]), in which the destination
of contact among nodes. This paper aims to provide a non- gat ig replicated at a contact once a certain conditione@lat

replication multicasting scheme in DTNs while keeping the - . e
number of forwardings low. The address of each destination is to the quality of the encountered node is satisfied;s{ogle

not replicated, but is assigned to a particular node based on COPy model[9], where a single copy of each destination is
its contact probability level and node active level. Our scheme maintained where destinations can be scattered at differen
is based on a dynamic multicast tree where each leaf node nodes. Each destination is forwarded to an encountered node
corresponds to a destination. Each tree branch is generated if it has a higher probability to reach the corresponding

at a contact based on thecompare-split rule proposed in this S ; . . L .
paper. The compare part determines when a new search branch destination. This forwarding rule is callgatiority-based-split

is needed, and the split part decides how the destination setin this paper.
should be partitioned. When only one destination is left in the  Our scheme is based on the single copy model with the
destination set, we use either wait (no further relay) or focus (wib objective to reach destinations quickly while minimizirget

further relay) to reach the final destination. The effectivenes of . .
our approach is verified through extensive simulation. number of forwardings. We observe that pure priority-based

Index Terms—contact, delay tolerant networks (DTNSs), effi- split may produce an excessive number of forwardings (e.g.,

cient protocols, multicast, opportunistic routing for a succession of small improvements). We propose to use
the nodeactive leveltogether with the contacprobability
|. INTRODUCTION level to determine when and how to split a destination set

) ) o during a contact. The notion of the active level is based en th
With the advancement in technology, the communication dgpgeryation that an active node has a better chance to tontac

vices with wireless interfaces become more and more_un“’%rhigher priority node later to improve its delivery time. o
sal. Recently, delay tolerant network§ (DTNS) [1] techgats specifically, we have the following two notions:
have been proposed to allow nodes in such extreme networking

environments to communicate with one another. Delay totera * Probability levelwith respect to a destination, a priori

networks are wireless networks where most of the time there knowledge or estimation of the number of contacts with
does not exist an end-to-end path between some or all of the the destination in a given period.

nodes in the network. The nature of node cortastnon- « Active levelof a node, a priori knowledge or estimation

deterministic. These networks have a variety of applicstio ~ ©f the number of total contacts in a given period.

including crisis environments, such as emergency respmse | this paper, we propose @mpare-splitscheme at each
military battlefields, vehicular communication, and dep@ace contact during the construction of a dynamic multicast.tree
communication. _ The first step is the compare part. When nagewith a
Several DTNs unicast routing schemes have been propogedtination subset, has a contact with nddevithout any
[2], [3], [4]. However, having an efficient delivery serviéer  destination subset, we set the condition for splitting dsvs:
multicast traffic is equally important. We cannot directp&y  split occurs when the sum of the probability levels for all
the multicast approaches proposed for the Internet or wellestinations associated wittis higher than the one associated
connected mobile ad hoc networks to DTNs environmenfgth «. The second step is the split part. We proposatm®-
. 4 based-split which splits the destination subset based on the
lin DTNSs, routes are comprised of a cascade of time-depermemiacts . | | f d d We th
(communication opportunities) used to move messages from drgmns aCt'_Ve eve_s 0 tV_VO encquntere_ _no €s. Vve t en present an
toward their destinations [1]. optimal split algorithm which partitions the destination subset



based on the calculated ratio such that the combined sumaofl message delivery. Yang and Chuah [6] presented a two-

the probability levels at nodes andb are maximized. stage single node model, where routes to destinations ate fir
When there is only one destination in the message holdeidentified through a ferry, followed by the message delivery

destination set, we use two schemes to forward the messatgng the discovered routes. In [19], Wang, Li, and Wu stidie

to this destination: (1jvait: wait until meeting the destination; a dynamic version of the single node model. Although there is

(2) focus forward the message to a higher probability leveinly one single node that holds all destinations, the messag

node until arriving at the destination. holder will only forward the message to a node that has
The major contributions of our work are as follows: a higher quality, to all destinations. This approach is an
« We propose the notions of probability level and activeXtension of thedelegation forwarding[20] used in DTN

level to guide the construction of a multicast tree. ~ multicasting. _ L , .
. We present a compare-split rule to balance the needn themultiple copies modethe destination set is replicated

to deliver the message to multicast destinations quick®}} & contact once a certain condition related to the qualitiye
while keeping the number of forwardings low. eéncountered node is satisfied. In [19], the message holder (f

« We develop an optimal split process at each branch @particular destination) will replicate a copy to an endeted
the multicast tree. node which has a higher quality with respect to the destinati

« We evaluate the proposed scheme not only in synthefi@® number of copies can be controlled using a ticket-based
traces, but also in real mobility traces. The simulatiofcheme [21]. In [7] and [8], the number of tickets ifitially)

results show the good performance of the compare-sgfit divided into halves for each forwarding. Tisingle copy
scheme in DTN multicasting. modelis similar to the multiple copies model. The difference

. . . . Is that the original node does not maintain a copy. That is,
The rest of this paper is organized as follows: Section {i g Py

. h lated K Section Il is th imi W ere is only one copy for each destination. In [9], Gao et al.
reviews tne refated work. Section 111 1S the preliminary wor developed a single copy model where the forwarding metric

Section IV presents an overview of our multicasting schem.g. based on the social network perspective

. . _ |
Section V provides some other methods. Section VI analyzeﬁn [7] and [8], Spyropoulos et al. also dealt with the sitaati
en the number of tickets is reduced to ogpray-and-wait

these protocols. Section VIl focuses on the simulation a%in
and spray-and-focusin the spray phase, for every message

evaluation. We summarize the work in Section VIII.
originating at a source nodd, message copies are initially
spread - forwarded by the source and possibly other nodes
Many multicast protocols have been proposed to addrasgeiving a copy - td. distinct relays. In the next phaseait
the challenge of the frequent topology changes in mobiteeans that the holder will forward the message only to its
ad hoc networks [10] and [11]. In general, there are twdestination, whildfocusmeans a message can be forwarded to
types of multicasting protocoldree-basedand mesh-based a different relay according to a given forwarding criterion
In tree-based approaches, eitlemurce-tree-basedqsuch as  In this paper, we first apply the destination set splitting
multicast extensions to open shortest-path first (MOSPH) [1 proposed in this paper in DTN multicasting, which is based on
protocol independent multicast (PIM) [13], distance vectahe single copy model. Our methods are all based on the tree
multicast routing protocol (DVMRP) [14], and multicast onstructure (but not necessarily shortest in the contactigrap
demand distance vector routing protocol (MAODV) [15]), oorder to reduce the number of forwardings and latency. When
shared-tree-basedcore based tree (CBT) [16]) approachethere is only one destination in the destination set, weyappl
are used. The former one constructs a multicast tree amamgjt and focusschemes in our solutions.
all the member nodes for each source node; usually this is a
shortest path tree. This kind of protocol is more efficienttfie
multicast, but has too much routing information to maintaiA. Objectives

and has less scalability. The latter one constructs only oneThe objective of this paper is to develop an efficient single-
multicast tree for a multicast group including several seur copy multicasting scheme in DTNs. Single-copy multicagtin
nodes. The mesh-based methOd, on-demand muticast roumces the Storage requirement of each node. Two perfor-
protocol (ODMRP) [17], and forwarding group multicast promance metrics are used: (Humber of forwardings the
tocol (FGMP) [18], is more robust through redundant pathfumber of forwardings for a whole multicast process. This
Almost all protocols are based on building an infrastrugtuan be considered as the cost for the multicast process; (2)
(tree or mesh). latency the average duration between a message’s generation
There has been recent works which consider multicastig@d the arrival time at the last destination. Efficient nwalit
in DTNs. In thesingle node(also calledferry) mode| one means fewer number of forwardings and smaller latency.
single node holds all destinations and delivers them to each
destination at the contacts through movement. In [5], Zha®; System models
Ammar, and Zegura proposed the basic single node modeAssume there areV nodes in the whole network. The
together with new semantics for DTN multicasting, whiclilestination set of a multicast is represented Bs =
explicitly specify temporal constraints on group membgrsh{1,2,...,n}. Each nodea is associated with a probability

Il. RELATED WORK

IIl. PRELIMINARIES
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Fig. 1. Anillustration of ratio-based-split.

vector (ay, as, ..., a, ), Wherea; indicates the average numbeA. Compare
of contacts that node meets destination in a given period e first step for our non-replication multicasting scheme i

T. a; is also called contagbrobability levelfor nodei. The compare When nodex, with a subset of destinatior8’ C D
active levelof nodea, A, can be Qenoted by the num_ber %has a contact with a new nodavithout any destination subset,
total contacts that node meets with all other nodes in the 4o, will first send D’ to nodeb and nodes. andb exchange

network. N their probability vectors(ay, as, ..., an) and (b1, bs, ..., by)
A= a; upon their contact. After comparing these two nodes’ sum
- m m
i=1 of the probability levels for all destinations, ¥~ b; > Y a;,
C. Challenges and main ideas then go to the nexsplit step. =t =t

Probability level indicates the probability of reaching a 'Ot that two rounds of exchanges are used. One round
particular destination without further forwarding, whitetive Can be saved by exchangitg, as, ..., a,) and(bi, by, ..., bn ).
level indicates the likelihood of contacting other nodegte (@15 @2; -+ @m) and (b1, b, ..., by) can then be extracted lo-
hance the probability level through forwarding. The chagles 2lly-
lie in the balancing of these two factors when two nodes me%t. Split
In our single-copy multicast, the key is to decide when and
how a split should occur in constructing a multicast tree. ~ The second step isplit the destination set. Suppode =
In this paper, we propose @mpare-splitscheme at each @i — b; is called probability differencebetween nodes and
contact during the construction of a dynamic multicast.trek for destinationi. The active levels4, can be denoted by
The first step is the compare part, which determines wherfh® number of total contacts that nodeneets with all other
split should occur. When nodewith a destination subset has anodes.
contact with nodé without any destination subset, we set the
condition for splitting as follows: a split occurs when thers A, =
of the probability levels for all destinations associateithvb i

is higher than the one associated withThe second step iS  The gestination set splitting is based on the ratio of two

the split part, which decides how a split should be done. W, nter nodes’ active level. The rakican be denoted as:
proposeratio-based-split which splits the destination subset

based on active levels of two encountered nodes. We then k- A,
present amoptimal split algorithm which splits the destination =1 m]

— X
Aa + Ab
subset based on the calculated ratio such that the combine({ Both db h bability diff
sum of probability levels at nodesandb are maximized. ) Botha an ge”_erate the probability di erence vector
(di,ds, ...,dy,). Find thekth largest element irD(m)

operations using a genersglection algorithn(22].
2) Nodea keepsk nodes that have higher values than or

a;

M=

1

IV. COMPARE-SPLIT

In this paper, we propose @mpare-splitscheme at each equal values to theth largest element. In case of a tie,
contact during the construction of a dynamic multicast.thee when two probability differences are equal, node id is

this section, we will present the two steps of this method and  Used to break the tie.

give an example to explain the whole process. The first step3) Nodeb keepsm — k nodes that have lower values than
is “compare”, which determines whether a split should occur O equal values to thkth largest element.

The second step is “split”, which decides how a split should In step (1) the optimal linear solution is used to find ke
be done. largest element. The whole split process is shown in Fig. 1.
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Fig. 3. A sample of binary-split.

Fig. 2. An example for ratio-based-split.

ditions in the compare phase. Then, we provide three other
C. Example schemes when splitting the destination sethdom-binary-

We can use Fig. 2 as an example. Nagavith a subset of Split, median-binary-splitandpriority-based-split Finally, we
destinationsD’ = {1,2,3,4,5}, makes contact with node Will present two methodswait andfocus[7], [8], when there
without any destination subset. First, nadeendsD’ to node is only one destination in the destination subset.

b and they exchange their probability vectoss, as, ..., a5) =
(5,2,13,8,15) and (by,ba,...,bs) = (3,6,10,11,14). After
5 5

calculation, we havey_ b; = 44 and 3 a; = 43. Hence, the

A. Compare

In the previous section, we use the threshold-based condi-
i=1 = tion (when nodé has a higher sum of the probability levels for
sum of the probability levels for all destinations assamat a|| destinations than node a split will occur) in the compare
with b is higher than the one associated withThen, we go step. We also can use no condition for the first step. We will
to the second step. The active levels of nadandb are 100 compare these two methods in our simulation.
and 90, respectively. o Another method is if nodeé already has a destination subset,

We first calculate therobability difference vector nodea and nodeb will combine their destination sets, then

(dv,do, ..., d5) = (2,—4,3,—3,1) split. It will i_ncrease the .number of forwiardings..We w_iIBaI
compare this method with our scheme in our simulation.
andratio: k = [g22— x m] = 3.

Then, we use the selection algorithm to find thied largest B. Split
number in probability difference vector, which is _In the split step, we also have many other schemes:

After splitting the destination set, node keeps 3 desti- pinary gpiit - (random-binary-split and median-binary-spljt
nations: {1, 3,5}, and destination® and 4 will be assigned and priority-based-split
to nodeb. The combined probabilityof node “ and b is 1) Binary-split: In binary-split, we will not consideactive

level The destination split will bequal partition The binary-

= . ) S
This means, using the compare-split algorithm can increa%@'t process is shown in Fig. 3: ”90'@3’ b,c,d, e} are relay
the probability meeting with the destinations. nodes and node$l, 2,3} are destination nodes. When one

In contrast, in the usual greedy way of splitting procesQ:Ode meets a degtination,_ it will first assign this destomatd
(1) possible split 1: node will keep the 3 largest probability it, then use the binary-spli.
level destinations and assign all other destinations teeod  random-binary-split After meeting with node, nodea
In this example, node will keep destinations(3, 4,5} and will give half of the destination subsé?’ to b randomly.
assign destinations 1 and 2 to noeAfter this process, the This means node keeps[m /2] nodes and node keeps
combined probability of nodea and b is a3 + a4 + a5 + |'m/2] nodes.
by + by = 45, which is smaller than using the compare-split « median-binary-split In random-binary-split, message
algorithm; (2) possible split 2: node will get the 2 largest holder a partitions the destinations randomly. It may

ay + az + as + ba + by = 50, which is larger thany_ a; = 43.

probability destinations, and node keeps the rest. Hence,
after splitting, node: keeps destination$l, 2,3} and nodeb
keeps destinationg and 5. After this process, the combined
probability of nodes: andb is a; + as + ag + by + by = 45,

which is also smaller than the result we get by the compare-

split algorithm.

V. OTHER METHODS

There are many other methods that can be implemented

in the compare-splitrule. First, we will explain some con-

assign a destination to a node with a small probability
level to this particular destination. Hence, the multicast
process will have a large latency. We use another equal
partition, which is based on probability difference. We use
themedian of medians algorithf22], a linear solution to
find the median of the probability difference vector. Then,
nodea keeps[m/2] nodes that have higher values than
or equal values to the median, and nddkeeps|m/2|
nodes that have lower values than or equal values to the
median.



max{ Z a; + Z b}
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Theorem 1 Suppose),, and D, are two subsets, as results
of kth element partitiond, = a; — b; is called probability
differencebetween nodeg and b for destination:. Maximum
combined probability occurs when for ea¢ke D, and j €
Db, dL > dj.

Proof. It is clear that any other partition (including optimal
one) can be generated through a sequence of swaps between
two elements, one each from, and D,. We show that each
swap will deteriorate the combined probability level. Sopg
iin D, andj in D, are swapped. Based on conditién> d;,

Median-binary-split can be viewed as a special case of-rati¥€ havea; —b; > a; — b;, or
based-split when the active levels of two encounter nodes ar a;i +b; > b+ a;
approximately the same.

2) Priority-based-split: another solution is for node to -
keep the destinations with their probability differencdues Note thata; + b; is the combined probability involving des-
higher than 0, and assign all other destinations to rodéis tinations: andj, whereas; + a; is the combined probability
means that only the destinations with higher probabilityels after the swap of and j. The theorem follows. 0

in nodeb than in nodez will be assigned to nodé. This optimal split algorithm can partition the destinason
Priority-based-split is shown in Fig. 4. Initially, nodeakes to nodes with higher probability levels; hence, it can resuc

8 destinationg1,2, ..., 8}. In the split phase, the copy arriveshe number of forwardings and latency in DTN multicasting.
at destinationg 1,2, 3} and destinations are assigned to nodes - )
{b.c.de, f,g}- B. Probability level and active level

Fig. 4. A sample of priority-based-split.

. Both probability level and active level can be estimated
C. Wait and focus based on past contacts. In fact, each mobile node can start
When there is only one destination that is carried by nodéth a predefined default value for both probability levetan

a, we also have two strategies for forwarding decisions, as ditive level. It then iteratively enhances its estimatesedaon

[7] and [8]: new contacts.
« wait: Nodea will keep this destination until it meets the In this part, we analyze the necessity using probability
particular destination. level and active level together for compare-split. We will

« focus Nodea will assign this destination only to a nodeuse a multicasting with two destinationbjack and white
which has a high probability value for this destination. nodes, as an example to illustrate. Initially, nodeholds
both destinations. Consider is associated with a tap& of
VI. ANALYSIS a sequence of numbered slots that hold contacts modas
In this section, we will explain the optimal split process awith other nodes.
each branch of the multicast tree. Then, we analyze the benefil) Case 1: Select’s 7" with four randomly selected distinct
considering probability level and active level at the saimet slots: two for black and two for white. The process is called
Finally, we compare the difference among single node, singl node’s7" assignment. To see the reason under the same
copy, and multiple copies models. condition (both for probability level and active level) ststill
] ] ) better to split both destinations between nodeand b than
A. Optimal split algorithm let o keep both. We compare the following two approaches.
Our major motivation using the non-replication multicagti The completion time for non-split case is the maximum slot
scheme in DTNSs is to ensure the destinations can be split imomber of the first white node and the first black node in node
different paths. Each path has a relatively high probabitt «’s 7. The completion time of the split case is the maximum
reach the corresponding destination subset quickly. Timett, slot number of the first white node’s slot numberais 7" and
tiple holders for destination nodes can search for destimat the first black node’s slot number s 7. The latter has a
in parallel. These solutions can reduce the multicast ddst. shorter expected delivery time.
number of forwardings is a major metric to measure the cost2) Case 2: To view the importance of probability level
of the multicasting process. Compare-split can also rettuee during a split, consider a case whets 7' has three black
latency in DTN multicasting. slots and one white slot, whil&s T has one black slot and
SupposeD,, is the destination subset kept in nodeand three white slots. Both nodesand b have the same activity
Dy is the destination subset assignedbfove would like to level, and we can easily extend the argument from Case 1
maximizecombined probabilityof « andb as follows: to the fact that it is better to split. It is obviously better t



| split [[ No condition | Threshold-based

4.5 T T T T T T T

median-binary-split 1 5 .
random-binary-split 2 6 a0t /./// D
ratio-base-split 3 7 Lol /. 1
priority-based-split 4 8 ' ¢
TABLE | a‘;; 3.0 —m— just consider new node E
COMPARE-SPLIT-WAIT 3 25l —@ consider ‘old’ node ]
20 _
| split || No condition | Threshold-based i
median-binary-split 9 13 e
random-binary-split 10 14 o 5 10 15 20 25 30 3
ratio-based-spﬁt 11 15 Destination number
priority-based-split 12 16 Fig. 5. Comparison of tw@omparemethods.
TABLE II

COMPARE-SPLIT-FOCUS

approach, but incurs a sufficient number of copies per des-
tination. The number of copies can be controlled through
delegation (i.e., copy destination set only to ones with a
gaetter condition). It still ha§\/ﬁ (V is the total number of
nodes in the network) [20] number of forwardings, even for
a destination set with one destination. TTL-based or ticket
based approaches can control the number of copies, but it is
still a challenge to have a good estimate for TTL and ticket
numbers to assure delivery while controlling the number of
opies. Excessive copies also consume limited memory space
t each node, which can prevent and limit the support of
multiple flows.

assign the black destination to nadand the white destination
to node b. Therefore, the priority-based-split algorithm i
important as each node: (or b) will increase its chance to
reach the corresponding destination directly, resultingai
smaller latency. A larger probability level will also recuthe
number of forwardings as its probability level is more diffic
to be surpassed.

3) Case 3: To view the importance of active level durin
a split, consider’s 7' with two black slots, two white slots,
and four red slots, antéls T' with two black, two white, and
no other slot. Although both nodes and b have the same

probability levels to both destinations, nodés twice as active ) _
as nodeb. In this casea has contacts with non-destination !N this section, we compare the performance of the schemes

nodes (red slots) which may have a better contact withe mentioned in the previous sections. The following metric
destinationa or b. In other words, destination(s) associate@® calculated in our simulation. Each simulation is regetat
with a will have a chance to be forwarded to a third node witf 000 times. .

a better probability level ta and/orb. Therefore, it is better to ~ 1- Average costthe average number of forwardings for all
assign both destinations to nodeassuming the benefit from destinations to receive the multicast message.

the active status outweighs the benefit from split (as in Case?- Average latencythe average latency for all the delivered
1). destinations to receive the multicast message.

We will compare the multicasting schemes both in synthetic
C. Single node, single copy, and multiple copies models and real traces.

The single node model uses the minimum number of for- _. ) )
wardings (In fact, it is the same as the number of destinatjon A. Simulation methods and setting
The delivery ratio can be an issue if the holder has a veryWe have used the traces not only in synthetic mobility
low probability level to a particular destination. Improwent models, but also from real traces. We will compare the number
includes a delegation when an encountered node that legorwardings and latency in each trace.
better probability levels to all destinations. Like the gdn 1) Synthetic mobility modeldn synthetic mobility models,
node model, the single copy model also keeps one copy fee set up a 100-node environment. We set up two synthetic
each destination, but it allows many holders. The number wéces: uniform and Gaussian distribution models.
forwardings is moderate as each copy is forwarded only when(a) Uniform distribution model: In this model, we first
there is a better condition (based on the probability lI§velsandomly select a node’s active level based on a uniform dis-
Latency is an issue; however, it can be easily traded withibution model ranging between 50 and 200. Once the active
delivery ratio as the destination set is quickly partitidrte level of a node is selected, the active level is partitiondd i
subsets with only a single node. Each holder can judiciougbyobability levels to all nodes. Suppose nads probability
determine whether and when to terminate a delivery processvel to nodeb is k, then ina’'s T, k slots are randomly
The multiple copies model includes flooding, which copieselected. Because we plan to examine the performance df equa
the destination set at each node encountered. It is thesfaspartition, we set the destination numberas € {1,2,3,...}.

VIl. SIMULATION
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(b) Gaussian distribution model: In this model, we firshy groups of users carrying small devices (iMotes) for sixsda
randomly select a node’s active level based on a Gaussiarthe Computer Lab at University of Cambridge2 nodes
distribution model withy = 5,000 and o = 3,000. The se- are corresponding to iMotes, whilzl1 nodes correspond to
lection of probability levels and contact slots follows teme external devices. In total, only2 iMotes could be used to
process as in the uniform distribution model. The destmati produce this trace. Others were suffering from hardwaretses
number setting and measuring parameters are the same asltiere ares, 732 contacts between these nodes. Their contacts
uniform distribution model. are random and the nodes’ active level and probability sevel

2) Real traces: We use the Intel and Cambridge traceare also random. In our simulation, we $etode as the source
[23] in our simulation. These data sets consist of contaghd choose different nodes as the destinations. The nurfiber o
traces between short-range Bluetooth enabled deviceiedardestinations is fron2 to 11. We will also compare the number
by individuals. of forwardings and latency, as in the Intel trace.

(a) Intel trace: This trace includes Bluetooth sightings by
groups of users carrying small devices (iMotes) for six days B. Simulation Results
the Intel Research Cambridge Corporate Laboratory. There i 1) compare:as we mentioned in Section 5, if one node has
1 stationary nodes nodes which are corresponding to mobilgy contact with a node which already has a destination subset,
iMotes, and 118 nodes corresponding to external devicegnother method will combine these two nodes’ destination
There are2, 766 contacts between these nodes. Their contadgpsets together and split. From Fig. 5, we can see this
are random and the nodes’ active level and probability #vghethod increases the number of forwardings compared with
are also random. In our simulation, we randomly set one gfir method that just split the destination subset to a nevenod
these 9 nodes as the source, and choose other different nqgigsce, in the rest of this part we will not use this method.
as the destinations. The number of destinations is feoto We compare the number of forwardings and latency in 16
8. We will compare these partition models in the number Qfyjticasting schemes, as shown in Tables I and I.
forwardings and latency. 2) Results in synthetic mobility model uniform distri-

(b) Cambridge trace: This trace includes Bluetooth sigfgtin bution model, we compared the number of forwardings and
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Fig. 9. Comparison in Gaussian distribution model: compali¢fsgus.

latency among these 16 solutions, as shown in Figs. 6 aindm Fig. 9(a). In Fig. 9(b), we know that ratio-based-split
7. 1t shows ratio-based-split has the shortest latency gmdmas 8% shorter latency than median-binary-split, 10% short
these four schemes in all conditions (using threshold oy ntédtency than random-binary-split, and 12% shorter latency
wait or focus) while priority-based-split has the fewestnioger than priority-based-split in this case. Using the threghol

of forwardings. Median-binary-split is better than randombased condition can reduce the latency about 2.8% and reduce
binary-split. We use compare-split-focus with threshibésed the number of forwardings about 6.2% from no condition
condition in Figs. 7(a) and 7(b) to explain. Ratio-baselit-spin the compare step. Using wait can reduce the number of
reduces 14% latency from priority-based-split and 16% froforwardings about 60%, while using focus can reduce the
binary-split in Fig. 7(b). Ratio-based-split, priorityded-split, latency about 70% when there is only one destination in the
and median-binary-split have a similar number of forwagdin destination subset.

under these conditions in this model from Fig. 7(a). Using
the threshold-based condition to decise whether to spdit th . ; . :
destination set can reduce the number of forwardings bytab u3) Re?“'.‘s in real tracesin InteI. trace, rat|o-based-.spl|.t
9.4%. This means using the threshold-based condition dan h as a glmllar numb'er of forwardings for each destination
the message holder to meet higher probability nodes. Usi priority-based-split, but much shorter latency, abdt#2

the wait scheme can reduce the number of forwardings, whil ort_e_r, frpm Figs. 10 and 11. Using the threshold-based
using the focus scheme can reduce the latency. condition in the compare step can reduce the number of

forwardings and latency. In the final step, when we want to
In Gaussian distribution model, ratio-based-split ancbin reduce the number of forwardings, we can choose wait, and

split have better performance than priority-based-splithe if we want to reduce the delay, we can use the focus scheme.

Gaussian distribution model, as shown in Figs. 8 and 9. Using

compare-split-focus with the threshold-based conditmmrek- In Cambridge trace, ratio-based-split and priority-based

ample, ratio-based-split has the best performance amasg thsplit have similar performances in Figs. 12 and 13. Ratio-

four solutions. Compared with the number of forwardingdased-split has shorter latency while priority-based-$ps

it is 2% fewer than median-based-split, 16.4% fewer thdawer number of forwardings. These two schemes are both

random-binary-split, and 33.2% fewer than priority-basptit better than binary-split.
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Fig. 11. Comparison in Intel trace: compare-split-focus.

C. Summary of simulation with contactprobability levelto determine when and how to

We use non-replication multicasting schemes in DTNS. gplit a destination set during a contact. Th_e split will accu
the uniform distribution model, ratio-based-split is leethan When the message holder has a contact with a node with the
binary-split as the active levels of the nodes vary signifiiia  SUM of the probability levels for all destinations beingtteg
Using ratio-based-split can assign the destinations td h;%"an the message holder. In the split process, we st
active level nodes, while binary-split does not considez t ased-splitto split the destination set, then compared it with
active levels. In the Gaussian distribution models, raised random-binary-split median-binary-splitand priority-based-
split is better than priority-based-split as active leveishe spIit_sch_emes. When the(e is only one destination left in the
nodes are more uniform. This phenomenon is predomina@éstination set, we usesait or focusto forward the message
In two real traces, the active levels vary significantly. {0 the destination. Then, we compared the performance of
appears that the role of probability and active levels ari bghese schemes both in synthetic traces and real tracese Trac
very important. Hence, using priority-based-split andorat driven S|m.ulat|o.n results.showed that com|:.3¢'.:1re-spl|tV\fm.mL
based-split is better than binary-split. If the comparep st®@sed-split, which considers both probability and actee |
with threshold is used before splitting the destination the els, has the best performance. Compare—'spllt-walt hasrfewe
number of forwardings and latency will both decrease. Whéimber of forwardings when compare-split-focus has shorte
there is only one destination in the destination set, usireg tlatency. We believe that the results obtained from this pape

wait scheme can reduce the number of forwardings while usiREgSent the first step in exploiting destination set splie ru
the focus scheme can reduce the latency. in single copy DTN multicasting. Future research can benefit

from our results by developing specific applications based o
VIIl. CONCLUSION the provided schemes in DTNS.
In this paper, we focused on developing a non-replication
multicasting scheme in DTNs. Outompare-split scheme
is based on the single copy model with the objective to _ . ,
reach destinations quickly while minimizing total numbér o This research was supported in part by NSF grants CNS

forwardings. We proposed to use nodetive leveltogether 0948184, CCF 0830289, and CNS 0626240.
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