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Abstract: Due to linearity of a monitored structure, wireless sensor network (WSN) topology 
exhibits a linear form and the resulting network is named a linear sensor network (LSN). In order 
to communicate data from sensor nodes (SNs) to the sink, a multi-hop approach can be used. 
However, this would result in significant transmission energy loss, as the SNs would be involved 
in the transmission of their data as well as the data from other sensor nodes. In this paper, we 
introduce a ferry-based LSN (FLSN) model, where a ferry node such as a robot or other types of 
moving vehicles goes along the LSN, collects the data from the SNs and delivers it to the sink at 
the end of the network. Overall, this approach saves SN energy, increases network lifetime, and 
reduces transmission interference. Four ferry movement algorithms are presented, simulated and 
analysed under various network conditions. 
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1 Introduction 
In a considerable number of applications for wireless sensor 
networks (WSNs), the linear nature of the structures that are 
monitored, such as oil, gas, and water pipelines, roads, 
bridges, sea coasts, rivers, and borders, impose deployment 
of sensors in a linear form. Such alignment of the sensing 
devices can form a ‘thin’ or ‘thick’ line, each of which 
consists of a cross section containing one or more sensors. 
In addition, the sensors may be placed at a regular fixed 
distance, or deployed in a more random fashion, such as 
throwing them from a low flying airplane along the linear 
structure or area that is being monitored. In a previous paper 
(Jawhar et al., 2011), we introduced classification of 
resulting linear sensor networks (LSNs) from a hierarchical 
and topological point of view. 

In this paper, we present a framework for ferry-based 
LSNs (FLSNs). Two types of nodes are defined: the sensor 
node (SN) and the ferry. The SNs are placed at regular 
intervals between two sinks. The FLSN system provides 
added flexibility in the design of the network to satisfy 
application requirements by not requiring the distance 
between each of the two consecutive SNs to be smaller than 
the communication range of the SNs. This is the case, most 
of the time as a classic multihop approach for providing  
SN-to-sink connectivity is not used. 

This flexibility allows the transmission range of the SNs 
to be reduced to a minimal value, resulting in considerable 
sensor energy savings, elimination of transmission 
interference and the hidden terminal problem, and thereby 
increased network lifetime. In addition to eliminating the 
multihop overhead, the use of a ferry also addresses the 

problem of disproportionate node usage near the sink. Since 
sensors do not need to form a connected network and can 
use a reduced transmission range, designers only have to 
worry about the sensing aspect of the network during 
deployment. This eliminates the need to add nodes just to 
keep the data transfer feasible. Furthermore, research has 
shown that this approach increases the capacity 
(Chandrasekaran et al., 2003), helps in sensor calibration 
and failure detection, and also provides added security 
support. In this model, connectivity between the SNs and 
the sinks is provided by using a ferry, which moves back 
and forth between the sinks and collects the sensing data 
from the SNs as it comes within range of each sensor node. 
The ferry can also perform other functions such as data 
aggregation, scheduling, sensor operating system and 
software configuration, programming, and updating. This is 
the case, since the ferry is also able to transport data and 
programs from the sinks to the SNs. 

Since end-to-end delay for the transmitted data is a 
parameter that is significantly affected by the movement of 
the ferry and the length of the network, different options to 
reduce this application-related parameter are considered and 
analysed. In addition, the resulting ferry buffer size 
requirements are also discussed. 

The rest of the paper is organised as follows. Section 2 
overviews some related work. Section 3 offers applications 
and motivations for FLSNs. Section 4 proposes the network 
model and ferry movement algorithms. Section V provides 
energy analysis, comparing the FLSN and multihop models. 
Section 6 shows additional analysis and a discussion 
involving energy consumption, and various models to 
reduce end- to-end delay. Section 7 presents simulation 
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results, which evaluates the performance of the proposed 
algorithms, and Section 8 concludes the paper. 

2 Related work 
An architecture with multiple data MULEs that are used for 
data collection in WSNs is presented in Jea et al. (2005). In 
this model, the MULEs are set in motion along straight 
parallel lines, in a field with randomly deployed sensors. 
This divides the field into parallel regions of two types, 
depending on whether they have sensors which are in the 
range of a MULE or not. Sensors in range of a MULE use 
direct transmission to communicate data to the MULE when 
it is in range. Sensors which are in the regions that fall out 
of range of any MULEs can transmit their data, using a 
multihop approach, to one of the two nearest MULEs in the 
two adjacent regions on either side. These sensors are 
labelled as ‘shareable nodes’, and a load balancing strategy 
is used to divide these nodes equally between the two 
nearest MULEs. 

In Zhao and Ammar (2003), the authors introduce a 
message ferrying scheme which uses a mobile ferry to 
provide communication between sensor nodes in a  
highly-partitioned ad hoc network. In Zhao et al. (2004), the 
authors present an extension of the ferry scheme. They 
determine that the mobility of the ferry can be task-oriented, 
where its route is determined for non-messaging reasons 
such as a campus bus, or it can be message-oriented, where 
ferry mobility is specifically designed to improve messaging 
performance. In Zhao et al. (2005), the authors extend the 
model to multiple ferries with an emphasis on designing 
ferry routes. Later in Tariq et al. (2006), the ferry model is 
further extended to sparse ad hoc networks with mobile 
nodes. In Polat et al. (2011), the message ferrying and the 
concept of a dominating set (Wu et al., 2002) were 
combined to provide a framework for delay tolerant routing 
in mobile ad hoc networks (MANETs). Additional research 
that presents using mobile sinks or ferries for data collection 
from WSNs is presented in Oualhaj et al. (2015), Eyadeh 
and Amerah (2018), Zhou et al. (2017) and Zema et al. 
(2015). A survey on data collection protocols in WSNs 
using mobile data collectors is provided in Mukherjee et al. 
(2015). Another survey is presented for deploying mobile 
sinks in WSNs (Khoufi et al., 2017). In Anagha and Binu 
(2015), a data collection strategy in WSNs using 
Rendezvous points is presented. In Xie et al. (2015), a 
mobile platform for wireless charging is presented. Other 
works on using mobile elements for data collection in 
WSNs are also done in Zhao et al. (2015), Vanarotti et al. 
(2016), Kim et al. (2016) and Kartha and Jacob (2015). 

In addition, some work has been done in designing and 
analysing linear networks. However, it is primarily for 
wired or general wireless networks that are not specific to 
sensor applications. For example, linear wired or wireless 
networks are used for connecting emergency telephones 
on highways. Wireless mesh routers can also be installed 
in linear infrastructures along downtown streets, to enable 
mobile users to access the internet (Akyildiz and Wang, 

2005). Another example is using linear wired sensor 
networks for monitoring and controlling pipelines. Sensors 
are distributed along the long pipeline to report the status 
of the pipeline regarding temperature, pressure, flow speed, 
etc. Such a network is usually constructed using copper or 
fibre optic cable (Mohamed et al., 2008). Wireless 
technology has been proposed to enhance the connectivity 
and reliability of long wired networks for pipelines 
(Mohamed and Jawhar, 2008). There has been some work 
in studying the performance of linear wireless networks, 
and one example is given in MomCilvic and Squillante 
(2008). 

Some researchers studied the characteristics of  
one-dimensional ad hoc networks. Diggavi et al. (2005) 
studied the characteristic of wireless capacity with the 
existence of mobility in one-dimension. Ghasemi and 
Nader-Esfahani (2006) provided an approximation formula 
for the connectivity probability of one-dimensional ad hoc 
wireless networks. Miorandi and Altman (2006) analysed 
the connectivity issue in one-dimensional ad hoc networks, 
using a queuing theory approach. 

All these algorithms are designed for multi-dimensional 
WSNs or ad hoc network architectures, or use a multihop 
strategy for LSNs. In addition, some of the above work 
focuses on the routing of messages in multi-dimensional 
DTN networks (Li and Bartos, 2014; Jeong and Kang, 
2013). Our work differs from these approaches, since it is 
designed for sensor networks with linear topologies. The 
existing multi-dimensional works do not take advantage of 
the predictable linearity of the WSN, and therefore, are not 
optimised for such characteristics. 

3 FLSN model: motivation and applications 

3.1 The FLSN model versus the multihop routing 
approach 

One of the main advantages of the FLSN model is the 
considerable savings in energy consumption by the SNs and 
the resulting increase in their lifetime, as well as that of the 
entire network. In order to justify this motivation to use the 
FLSN model, we provide an analysis of the energy 
consumption by each SN node using the FLSN model, and 
compare it to the multihop model with and without data 
aggregation. 

We assume that the ferry is a special node with 
considerably more energy resources than the SN nodes. 
Therefore, we focus on the energy consumption at the SN 
nodes, which have a fixed communication range Rc. 
Therefore, the energy consumption by the ith SN for 
transmission of data during the passing of the ferry is 
(Cordeiro and Agrawal, 2011): 

( ) 2( ) ,txi tx elec tx amp tx elec txE E k E k d E k ε k d− −= + = ∗ + ∗ ∗  (1) 

where ETx-elec is the transmission electronics energy 
consumption, ETx-amp is the transmission amplifier energy 
consumption, k is the number of bits in the message, and dtx 
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c

is the transmission distance. Let Bi be the size (in bytes) of 
the data buffer of node i. So, for the ith SN: k = 8 ∗ Bi, and 
dtx = Rc. Therefore: Etxi = Etx-elec (8 ∗ Bi) + Etx-amp(8 ∗ Bi, Rc). 

So, Etxi = Eelec ∗ 8 ∗ Bi + ε ∗ 8 ∗ Bi ∗ 2 .cR  
Therefore, the average transmission energy used to route 

a byte of data from an SN to the sink in the FLSN model is 
given by: 

28 8 .FLSN
txi i elec ctxbE E B E ε R= = ∗ + ∗ ∗  (2) 

Typical values Etx-elec and ε, as indicated in Cordeiro and 
Agrawal (2011), are: Etx-elec = Eelec = 50 nJ/bit and ε =  
100 pJ/bit/m2. 

In the multihop model, the SN data is routed to the 
nearest sink by multihopping it across the intermediate SNs 
towards the sink. In the data aggregation case, each SN adds 
its own data to the received message before sending it to the 
next SN towards the sink. In this model, the total energy 
consumption that is needed by each SN transmission to 
reach the sink is: 

( )28 8 2txi elec i i tx cE E B ε B d R= ∗ ∗ + ∗ ∗ ∗ + ∗  (3) 

where d is, as defined earlier, the length of the  
no-communication distance between two consecutive SNs. 

However, the transmission by node i must contain the 
data previously stored in node i – 1, Bi–1, in addition to the 
data stored in its own buffer Bi. Similarly, the transmission 
by node i + 1 must contain the data previously store in  
node i, Bi, in addition to the data stored in its own buffer, 
Bi+1, and so on. Therefore, the total energy consumed by the 
transmission of data in all of the buffers of n nodes is: 

1
.

n
tot txii

E E
=

=  

So, 

( )( )2

1 1 1

8 8 2 .
n i i

tot elec k k tx c
i k k

E E b ε b d R
= = =

  
= ∗ + ∗ +      
    (4) 

Therefore, the average transmission energy used to route a 
byte of data from an SN to the sink in the MHA model is: 

( )1
.

nMHA
tot ktxb k

E E B
=

=   

In the case of the multihop model without data 
aggregation, each message is routed separately through the 
intermediate SNs to the nearest sink. Consequently, the 
energy consumption will be significantly increased, even 
beyond that of the multihop model with data aggregation. 

On the other hand, we acknowledge that the ferry used 
to transport the data will incur added energy consumption. 
However, this ferry is assumed to be a special mobile node 
such as a robot, unmanned aerial vehicle (UAV), 
autonomous underwater vehicle (AUV), or another device, 
which has considerably more energy resources with the 
ability to do periodic recharging. 

As mentioned earlier, this analysis provides motivation 
to use the FLSN model in situations where transported data 
traffic can tolerate added delay. 

1 Additional advantages of the FLSN model: another 
advantage of the FLSN model over the multihop one is 
the significantly increased flexibility in the deployment, 
and the SN node density of the WSN. The WSN can 
have a highly sparse topology with a low geographic 
deployment density of the SNs. A SN does not have to 
be in range of any other SN, and can still have 
connectivity to the sink through the ferry. In addition, it 
may not be required to have a full sensing coverage of 
the entire geographic area. This is a highly desirable 
feature in some applications, especially in cases where 
deploying a large number of SNs to cover a given 
geographic area is prohibitively expensive due to a 
higher cost of the individual SNs needed by some 
applications. Such applications can include ones where 
the SN must be equipped with special expensive 
sensing technology, security, special communication, 
and environmental protection provisioning (e.g., 
underwater SNs, video SNs, etc.) 

2 Types of data traffic that can tolerate delay: naturally, 
the FLSN model is not intended to support all of the 
possible data traffic types in sensor networks. It is 
mainly intended to support delay-tolerant data traffic. 
Such data traffic includes but is not limited to, the 
following: 
a store-and-forward sensing: this includes 

archival/offline storage, which can be generated in 
applications such as habitat monitoring, seismic 
activities and volcano monitoring, etc. 

b store-and-forward pictures: this type of data can be 
generated in applications such as military 
surveillance, and environmental surveillance 
pictures 

c store-and-forward videos: this type of data traffic 
can be generated in disaster recovery, and  
long-term military surveillance. 

3.2 Assumptions and Limitations of the FLSN model 
The FLSN model is not intended to be used for applications 
where the data traffic that is being collected by the sensors 
is for real-time monitoring and control. In addition, the 
FLSN model is not useful in environments that do not 
tolerate or allow a moving ferry such as a UAV, AUV, or a 
moving robot. In such cases, the multihop approach can be 
used for routing the WSN data, and several protocols have 
already been introduced for such applications. 

3.3 FLSN applications 
In order to further motivate our work, some potential 
applications for linear sensor networks are listed below: 

• Oil, gas, and water pipeline monitoring: a ferry such as 
a robot can be used to collect data from sensors along 
the pipeline. 
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• Unmanned aerial vehicle (UAV)-based WSN 
monitoring: a UAV can be used to collect data from  
on-ground sensors in a WSN. One option is to have a 
larger WSN arranged into clusters and the UAV can 
collect the data from cluster head sensors, which have 
gathered from sensors in their individual clusters. 

• Autonomous underwater vehicle (AUV)-based WSN 
monitoring: an AUV can travel underwater and collect 
data from the sensor nodes or cluster head nodes of an 
underwater WSN. One such application is underwater 
pipeline monitoring. In this case, the AUV can move 
along the LSN and collect monitored data from the 
sensor nodes along the pipeline (Jawhar et al., 2013). 

• Railroad/subway monitoring: this is another area where 
LSNs can be used to monitor such linear structures. In 
this case, a ferry such as a robot or a low flying UAV 
can be used to collect data from the sensor nodes. 

• Other LSN networks: additional LSN networks where a 
ferry can be used to collect data are: monitoring of AC 
powerlines, road monitoring, border monitoring, and 
river and sea-cost monitoring (Jawhar et al., 2011). 

There are many reasons why a new framework and 
architecture are needed for different categories of LSNs. 
These include: increased routing efficiency, increased 
network reliability, better handling of node heterogeneity, 
improved location management algorithms, and increased 
network robustness (Jawhar et al., 2011). The speed of the 
ferry is expected to change between different FLSN 
applications. Such speed might range from 0.1–1 m/s for a 
slowly moving robot, on one end, to 1–100 m/s for a rapidly 
moving UAV. In addition, we realise that the movement of 
the ferry might cause some physical layer errors, but we do 
not focus on this aspect in our paper. We assume that these 
challenges will be managed and handled by underlying 
physical layer protocols. We are mostly concerned with 
various ferry movement strategies and their effects on the 
performance parameters in the data collection process. The 
ferry speeds used in our simulation are mainly chosen to 
illustrate the operation of the algorithms and do not cover 
all possible ranges that can be adopted under various 
network conditions. 

4 Network model 
Figure 1 shows an illustration of the network model. It 
consists of the following nodes: 

• Sensor node (SN): the sensor nodes are located linearly 
along the pipeline with equal distances separating them, 
and they are assumed to be stationary. They are not 
required to be able to communicate with each other. In 
fact, in the FLSN model, they are generally expected to 
be out of range of each other. This provides 
considerable flexibility that is not available in a model 
that uses multihop routing in order to transmit the 
information from the individual SNs to the sink. As the 

ferry comes within range of each SN node, the latter 
transmits the sensed data saved in its buffer. 

• Message ferry (MF): the ferry is a mobile node, which 
is assumed to have significantly more capabilities in 
terms of processing, communication, and storage than 
the SN nodes. It travels along the LSN and collects the 
buffered data from each SN when it comes within its 
communication range. In some applications of FLSN 
networks, the ferry could also have the capability of 
delivering control, programming, and configuration 
information to the SN nodes. 

• The sink: sink nodes are assumed to exist at both ends 
of the LSN or LSN segment. When the ferry arrives at 
the sink node, it uploads its collected data to the sink. 
Then, it turns around and proceeds to move in the other 
direction to collect newly acquired data from the SN 
nodes. 

Figure 1 The FLSN model (see online version for colours) 

 

The following parameters are used in our model: 

• Ln: this is the length of the LSN or LSN segment. 

• n: this is the number of SNs in the LSN or LSN 
segment. 

• d: this is the distance separating two consecutive SN 
nodes. 

• L: the length of the data that is transmitted from the SN 
to the ferry in bytes. 

• R: this is the data rate that is used by the SN to transmit 
its data to the ferry. 

• Rc: this is the communication range of an SN. It is 
assumed to be a unit disk circle. While the actual 
physical range might not be a perfect circle depending 
on the actual environment around the SN node, we 
believe this is a reasonable assumption for our model, 
which mainly focuses on the operation of various ferry 
movement algorithms and their effect on performance 
parameters in the FLSN network. 

The model has the following characteristics: 

• All of the nodes are assumed to have the same message 
generation rate M messages/sec. 

• The messages have a time-out timer. When the timer 
for a certain message expires, the message is discarded. 

• The ferry is assumed to have a message buffer with an 
unlimited size. This is a reasonable assumption since 
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the ferry is generally a node, such as a robot or a UAV, 
with considerably more capabilities than a SN. 

The segmented LSN model: 

It is important to note that the LSN can be divided into 
multiple segments with sinks at the end of each segment. 
Individual ferries can service each LSN segment. While this 
is an extended model that can suite some applications, we 
mainly focus on the algorithms used by one ferry to service 
one LSN or LSN segment with sinks at each side. 

4.1 Supported types of data 
Our model allows both best effort (BE) as well as priority 
traffic. Examples of BE traffic include periodic 
measurement of certain monitoring parameters to keep a 
historic log that can be analysed later, leading to certain 
decisions such as maintenance schedules, expansions to 
improve performance or precision, and so on. Examples of 
priority traffic include data that is generated due to an 
emergency event such as pipeline leakage, unacceptable 
vibrations, detection of a fire, sabotage, and so on. BE 
traffic can tolerate higher delays while priority traffic is 
more delay sensitive and have more stringent quality of 
service (QoS) requirements. 

4.2 Constant speed ferry 
The model we use in this paper is illustrated in Figure 1. In 
this model, we define the primary edge as the edge where 
the ferry starts moving. In the figure, this is the one on the 
left hand side. The opposite edge is defined as the 
secondary edge. This is the one on the right hand side of our 
figure. In addition, a sink is located at each end of the LSN. 
We define the primary sink and secondary sink as the ones 
located at the primary and secondary sides. In the constant 
speed ferry (CSF) algorithm, the ferry starts moving from 
the primary side to the secondary side at a constant speed. 
When it comes within the range of each of the SN nodes, it 
collects data from it. When the ferry arrives at the sink, 
located in the direction where it is moving it uploads its data 
to it, and empties its buffer. Then, it turns around and starts 
moving in the opposite direction. It collects data form each 
SN as it comes within its range, till it reaches the other sink, 
where it uploads the collected data. This constitutes a cycle. 
Then, the ferry turns around and restarts another cycle and 
so on. 

1 Maximum and average message delay: in CSF model, 
the ferry traverses the LSN from the primary side to the 
secondary side at a constant speed, sc. As it passes 
within range of the SNs it collects data that was 
accumulated in their buffers. In our analysis, we focus 
on the delay experienced by the data messages due to 
the ferry movement algorithm. Consequently, a data 
message experiences a minimum delay of 0 when the 
SN is the nearest one to the target sink. On the other 
hand, it experiences a maximum delay when the SN is 
farthest from the target sink on the opposite side. In this 

case, the maximum delay would be max
( 1) .CSF n dT

s
+=  

This leads to an average delay of: 

( 1)
2

CSF
avg

c

n dT
s

+=  (5) 

2 Ferry speed: in order to not have any dropped 
messages caused by a delay beyond the message  

time-out time, we must have ,nd T
s

≤  and consequently 

the following relationship must be satisfied: 

c
nds
T

≥  (6) 

3 Node-ferry data exchange: we would like to develop a 
formula that relates the maximum ferry speed with the 
amount of data that needs to be collected from an SN. 
As the ferry moves along the LSN, it is able to collect 
data from an SN only when it is within its range. This is 
illustrated in Figure 2. The parameters that are involved 
in this process are: R, Rc, sc, and L. We designate the 
time when the ferry is within range of the SN as tfp, 

which can be calculated as 2 .c
fp

Rt
s

=  In order for the 

ferry to be able to collect all of the data in the SN 

buffer, designate by L bytes, we must have: .
8

fpt R
L ≤  

Consequently, the maximum speed that the ferry can 
have in order to be able to exchange L bytes of data 
from the SN node is given by the following formula: 

4
c

c
R Rs

L
=  (7) 

Figure 2 Ferry and SN data exchange 

 

4 Ferry buffer size: in the case where the ferry has a 
limited buffer size, we calculate the minimum ferry 
buffer requirements in order to not have any dropped 
messages due to buffer over flow. In the worst case, the 
ferry buffer must be able to accommodate CSF

fB nL=  
bytes of message data. Therefore, the minimum size of 
the ferry buffer for the CSF algorithm is: CSF

fB nL=  
bytes. Consequently, if we replace L with its previously 
derived expression, we get: 
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4
cCSF

f
c

nR RB
s

=  (8) 

5 CSF with different data types: with respect to the type 
of data that is collected by the ferry, we can consider 
two possibilities: the homogeneous data case, and the 
heterogeneous data case. When the ferry comes within 
range of an SN, it collects as much data as possible. If 
the data is homogeneous, then the ferry will simply 
collect data from the SN buffer until it goes out of 
range. In the heterogeneous data case, where the data 
consists of priority and best effort (BE) traffic, then the 
ferry collects as much priority data as is available in the 
buffer. If the ferry is still within range, then it will take 
the remaining time to collect BE data from the SN. In 
this case, the BE traffic might experience starvation, 
due to the fact that it is never collected. This can 
happen if there are always large amounts of priority 
traffic. It is the responsibility of the SN node to manage 
this process and prevent such starvation. Two strategies 
could be used in this case: 
a allocate a certain percentage of the in-range time of 

the ferry for the BE traffic 
b designate a time-out-timer for each block of BE 

data, and if the timer expires, the status of the 
corresponding block can be changed to priority 
traffic, which eventually leads to its collection by 
the ferry. 

4.3 Variable speed ferry 
The second strategy for ferry movement is the employed by 
the Variable speed ferry (VSF) algorithm. It is illustrated in 
Figure 3. In this case, the ferry is assumed to be able to have 
two different speeds: 

• Ferry speed while in communication (sc): this is the 
speed of the ferry while it is within the communication 
range (Rc) of the SN. This interval is named as C 
(communication)-interval. This speed is usually smaller 
than the two speeds. It is determined in a way that 
allows the communication of an acceptable average 
amount of data from the SN to the ferry. This 
calculation should take into consideration the SN 
communication range (Rc), the SN data rate (R), the 
average size of the data in the SN buffer (Lavg), and the 
acceptable end-to-end delay tolerable by the data 
messages. 

• Ferry speed while no communication is taking place 
(snc): this is the speed of the ferry while it is traversing 
the distance between two SN and is not in 
communication range with either one. This speed is 
typically greater than or equal to the sc (snc ≥ sc). This is 
the case in order to reduce end-to-end delay, without 
affecting the amount of data that is collected from each 
SN. The speed of the ferry and its ability to adjust is 
heavily dependent on the environment (e.g., terrestrial, 
underwater, or airborne) and the application involved. 

Figure 3 Illustration of VSF operation 

 

Figure 4 Reduction of end-to-end delay by increasing the 
number of segments (see online version for colours) 

 

The maximum delay of a message in the VSF algorithm, 
max ,VSFt  takes place with the ferry is on the other side of the 

target sink. In this case, the total delay is the summation of 
the delays in the C-intervals (intervals when the ferry is able 
to communication with the SN) and the delays in the NC (no 
communication)-intervals (intervals when the ferry is not in 
communication with the SN). The C (communication)-
intervals and NC-intervals are show in Figure 3. Each  
C-interval has a length of 2Rc. The sum of C-intervals is  
(n – 1)2Rc. Each NC-interval has a length of (n – 1)2Rc.  
The sum of NC-intervals is (n – 1)(d – 2Rc).  
Consequently, the maximum delay for the VSF algorithm: 

max
( 1)( 2 ) ( 1)2 .c cVSF

nc c

n d R n Rt
s s

− − −= +  Therefore, 

( )
max

2 2( 1) .c cVSF

nc c

d R Rt n
s s

 −= − + 
 

 (9) 

1 Ferry buffer size: it would be useful to determine the 
minimum amount of buffer size for the ferry. It is easy 
to see that it is .VSF

fB nL=  Replacing L with its 
previously derived expression, we get: 

.
4

cVSF
f

c

nR RB
s

=  (10) 

2 VSF with homogeneous and heterogeneous data: With 
regards to the collection of BE and priority traffic, the 
same strategy used in the CSF algorithm, can be used in 
VSF. This is the case, since the main difference in the 
two algorithms is the fact that the ferry moves at 
different speeds in the NC-interval than that in the  
C-interval. Consequently, the overall delay is reduced 
and this does not affect the way various types of traffic 
are treated during the data collection process. 

4.4 Adaptable speed ferry 
Depending on the application, the data collection rate for 
the SNs can vary. This could be due to certain external 
factors such as abnormal or emergency situations, which 
might include the detection of an intruder, pipeline or 
infrastructure vibrations, high pressure, or high temperature. 
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The SN might be required to increase its data collection rate 
in a distributed manner in order to provide higher accuracy 
to allow the system users and operators to follow an unusual 
situation more closely. For example, high resolution audio 
and/or video monitoring data might be collected. On the 
other hand, the decision to increase or decrease the data 
collection rate, and turn ON or OFF some additional 
standby equipment (that is required to be awakened only 
under such circumstances) can follow push or pull 
strategies. In the push case, the SNs make the decision 
themselves based on locally collected data. However, in the 
pull case, the decision is made by the NCC personnel based 
on local as well as regional or global system information or 
constraints. The adaptable speed ferry (ASF) model is 
designed to be used in such applications. It is illustrated in 
Figure 5, and operates in the following way. 

Figure 5 Illustration of ASF-DA operation (see online version 
for colours) 

 

Earlier, we defined the size of the SN buffer upon the 
arrival of the ferry within its range to be Bi, and the time it 
takes to communicate the data in the buffer from the SN to 
the ferry at a data rate R to be tc. Then, we get: 

.i
c

Bt
R

=  (11) 

Therefore, we can determine the ferry speed while it is in 
range of the SN to be: 

2 .c
ci

c

RS
t

=  (12) 

Subsequently, when the ferry goes out of the range of the 
SN, it will reset its speed to Snc to move towards the next 
SN. Then, it will repeat the same process upon its arrival 
within range of the new SN. 

1 Entrance of ferry in SN communication range: the VSF 
and ASF algorithms rely on the knowledge of the ferry 
of its entrance within the communication range of an 
SN. This can be done using one of two strategies 
depending on the application involved: 

• The ferry may be equipped with GPS capability 
along with the location, and communication range 
of the SNs. Such information can be programmed 
in the ferry by system administrators at the 
network setup. When the ferry arrives within 
communication range of the SN, it sends a hello 
message to the SN informing it of its arrival. Upon 
reception of the message, the SN responds with a 
reply message that contains the SN node ID, and 
buffer size (size of the collected data). 

• The ferry can be programmed to continuously send 
periodic Hello messages. When the node receives 
the message it is required to respond with a reply 
message with the information mentioned earlier. 

Algorithm 1 ASF-DA algorithm – initialisation of delay 
quota 

for i = 1 to n do 
if dir = forward then 

t
i qD i T= ∗  

else 

( 1)t
i qD n i T= − + ∗  

end if 
end for 

2 ASF with homogeneous and heterogenous data: in the 
CSF and VSF algorithms, end-to-end delay experienced 
by the data messages is bounded since the speed of the 
ferry in the no- communication and communication 
intervals is deterministic. However, in the ASF 
algorithm, this is not the case. While the speed of the 
ferry in the no-communication interval between the 
SNs is fixed, its speed while in the communication 
range of the SN is determined based on the amount of 
data in the SN buffer, which is variable. Consequently, 
the end-to-end delay in the ASF case is unbounded, and 
can lead to starvation of the data in the remaining SNs 
on the way to the target sink. In order to place a bound 
on the delay and solve this problem, a new algorithm 
named adaptable speed ferry with delay allocation 
(ASF-DA), which constitutes an extension of the ASF 
algorithm is defined. 

When the ferry reaches a sink, the delay allocation 
strategy described in algorithm 1 is executed. If the 
ferry is moving in the forward direction, then the delay 
quota is allocated in a manner that is inversely 
proportional to the distance of the node from the target 
sink. Consequently, the delay quota for node i is set as  
i ∗ Tq. This strategy allows less data messages to be 
downloaded from the nodes that are further from the 
target sink, since they would experience larger delays, 
and more data messages to be downloaded from the 
nodes that are closer to the target sink since they would 
be experiencing lower delays. As a result, the overall 
average end-to-end delay for the data messages would 
be reduced. When the ferry reaches the sink, it uploads 
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i

the collected data and turns around to move in the 
opposite direction. The same strategy is deployed but in 
a reversed manner. Consequently, the nodes that had 
the largest delay quota in the previous pass, would have 
the smallest quota in the next pass in the reverse 
direction. This provides a balance in the overall delay 
quota allocation for the SNs in the LSN segment. 

Algorithm 2 ASF-DA algorithm – data exchange between 
the ferry and SN node 

if ( )t t
i iD R B∗ ≥  then 

a t
i iD B R=  

2 a
ci c is R D= ∗  

r t a
i i iD D D= −  

( , , )r
idistributeRemainingDelay dir i D  

else 

2 2 t
ci c iS R D= ∗  

a t
i iD D=  

end if 

( , , )a
idownloadDataFromCurNode i D λ  

The steps involved in the ASF-DA algorithm are shown 
in Algorithm 2, which works in the following manner. 
When the ferry comes within the range of the ith SN, it 
sends a request message to determine the size of the 
data accumulated in the SN with the size of the buffer, 
it checks if the allocated delay for node i, ,t

iD  is more 
that the time require to download the whole buffer at 
the SN’s data rate R. If that is the case, it calculates the 
actual delay time that is required, and determines the 
associated ferry speed. Then, it calculates the remaining 
delay r

iD  that is left from the delay quota for node i in 
order to distribute it to the delay quotas of the 
remaining SNs on the way to the target sink using a 

( , , )r
idistributeRemainingDelay dir i D  function. 

Otherwise, if the delay quota is less than or equal to the 
required amount of time to download the buffer, the 
ferry sets its speed according to the delay quota for 
node i. In both cases, the 

( , , )a
idownloadDataFromCurNode i D λ  is used to 

download the data from the SN node. This function is 
presented in Algorithm 3. The parameter λ is used to 
control the amount of priority and BE data that is 
downloaded. Specifically, if λ = 0.8, then 80% of the 
delay is used to download the priority traffic and the 
remaining 20% is used to download the BE traffic. 

 
 
 
 
 
 
 

Algorithm 3 downloadDataFromCurNode(i, delay, λ) 
function 

8p
iB R Delay λ= ∗ ∗  

Download p
iB  bytes from priority data buffer of i. 

(1 ) 8b
iB R Delay λ= ∗ ∗ −  

Download b
iB  bytes from BE data buffer of i. 

 
Algorithm 4 ARF algorithm – initialisation when ferry 

leaves sink 
if blackNodeCounter = n then 

for (i = 1; i ≤ n; i++) do 
blackNodeCounter = 0 

i
tipF WHITE=  

end for  
end if 
if (networkStartup = TRUE) OR (dir = FORWARD) 
then 

cn = 1 
else 

cn = n 
end if 
ferryMode = NORMAL_MODE 
ferrySpeed = NORMAL_SPEED 

4.5 Adaptive routing ferry 
The adaptive routing ferry (ARF) algorithm, which is 
illustrated in Figure 6 works in the following manner. In 
each cycle, the ferry sets its mode to NORMAL_MODE, 
starts at the primary sink and moves towards the secondary 
sink at a constant speed named NORMAL_SPEED.  
When the ferry comes within range of an SN node, it 
downloads data from it. If the ferry buffer reaches a certain 
predetermined threshold amount ρ, the ferry switches to the 
GO_FAST_TO_NEAREST_SINK mode, changes its speed 
to FERRY_MAX_SPEED, and moves in the direction of the 
nearest sink. When it arrives at the sink, it downloads its 
buffer and turns around to go back to its previous position. 
Then, it resumes it path and continues its previous 
movement and data collection process from the SNs that 
have not been serviced yet in the current cycle. A  
serviced-in-this-trip flag, named i

sitF  is used for each node i 
to indicate whether it has been serviced by the ferry during 
the current cycle or not. 

The ARF algorithm tries to minimise average  
end-to-end delay of the data messages by allowing the ferry 
to move quickly to reach the nearest sink as soon as its 
buffer reaches a certain threshold ρ. This threshold is a 
system configuration parameter set by the network 
administrator and varies according to the application as well 
as related network environment parameters such as the ferry 
speed range, transmission data rate, data collection rate, and 
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SN and ferry buffer sizes. The algorithm also tries to ensure 
fairness by giving each node an opportunity to be  
serviced in a timely manner. Furthermore, the use of 
serviced-in-this-trip flag ensures the prevention of 
starvation for the various SN nodes in the LSN. 

Algorithm 5 ARF algorithm – performed by the ferry at an 
intermediate SN 

Let i be the ID of the current node 

Let i
sitF  be serviced-in-this-pass flag. i

sitF  is set to BLACK 
when node i is serviced in the current pass, and set to WHITE 
otherwise. 

2t
i cD R ferrySpeed= ∗  

( , , )t
idownloadDataFromCurNode i D λ  

if i
sitF WHITE=  then 

if curFerryBufferSize ≥ ρ then 
/* Ferry load has reached the critical threshold value 
and the ferry must go to the nearest sink at its 
maximum speed to deliver the data. */ 
dir = getDirToNearestSink() 
ferrySpeed = FERRY_MAX_SPEED 
ferryMode = GO_FAST_TO_NEAREST_SINK 

end if 
i

sitF BLACK=  

blackNodeCounter = blackNodeCounter + 1 
end if 
i = getNextNodeInDir(i, dir) 
Go to i node at the current ferrySpeed 

Figure 6 Illustration of ARF operation (see online version  
for colours) 

 

The ARF algorithm involves two parts: The initialisation 
part presented in Algorithm 4, and the ferry algorithm at an 
intermediate SN part, presented in Algorithm 5. The 
initialisation algorithm is executed at the start of the 
network operation, as well as when the ferry reaches a sink 
and turns around to go in the opposite direction toward the 
other sink, starting a new trip. However, initialisation of the 
service flags is only done if the black nodes’ counter has 
reached n, indicating that all nodes in the segment have 
been serviced, and a new ferry pass is started. Upon 
initialisation, all of the Fsit flags are set to WHITE, 
indicating that the nodes have not yet been serviced. If the 
network is just starting its operation, or the direction is 
FORWARD, then the current node variable cn is set to 1, 
otherwise, the direction must be BACKWARD, and cn is set 
to n. Then the ferryMode variable is set to 

NORMAL_MODE and the ferrySpeed variable is set to 
NORMAL_SPEED. 

The ferry algorithm at an intermediate SN, i, works in 
the following manner. If the ferry is in normal mode, then 
first, the total delay for node i is calculated using the ferry 
speed and the SN communication distance, Rc. Then, the 
ferry calls the ,( , ).t

iDdownloadDataFromCurNode i λ  

Afterwards, if the sip
iF  is WHITE, the current ferry buffer is 

checked. If it exceeds the critical threshold value ρ, then the 
ferry determines the direction of the nearest sink, using the 
function getDirToNearestSink(), and goes there after setting 
its speed to FERRY_MAX_SPEED, and its mode to 
GO_FAST _TO_NEAREST_SINK. Afterwards, the sip

iF  is 
set to BLACK, and the blackNodeCounter is incremented by 
1. It is important to note that data is downloaded from the 
SN using the ( , , ),t

idownloadDataFromCurNode i D λ  

regardless of the sip
iF  flag status, albeit at different ferry 

speeds and download times. 

1 ARF with homogeneous and heterogenous data: in this 
algorithm, the handling of homogeneous and 
heterogeneous traffic is left up to the internal 
processing of the node itself. The node contains two 
buffers, one for BE and another for priority traffic. 
When the ferry arrives, the majority of the download 
delay quota can be shared by the two types of traffic, 
according to the variable λ described earlier in the ASF 
algorithm; here λ = 0.8, then 80% of the quota is used 
for priority traffic, and the remaining portion is used by 
the BE traffic. Otherwise, more sophisticated 
mechanisms can also be deployed, which may give all 
of the quota to the priority traffic if it exists, and may 
promote the BE traffic to a priority status after the 
expiration of time-out time (TOT) for each data block, 
as to prevent BE traffic starvation. 

5 Additional analysis and discussion 
5.1 Options to reduce end-to-end delay 
As in previous sections, a very critical parameter in FLSNs 
is end-to-end delay. In this section, we discuss and analyse 
the advantages and disadvantages of the various extensions, 
which can lead to reduced end-to-end delay in the proposed 
basic model. Table 1 contains a summary of these options 
and the related characteristics. One of the most important 
means of reducing end-to-end delay in FLSNs is by 
increasing the ferry speed. In order to analyse this option, 
we have to consider the CSF and VSF models separately. 

1 Increasing sc in the CSF model: in the CSF model, the 
ferry speed sc is constant. In order to reduce message 
end-to- end delay, we can increase the value of sc. 
However, this is limited by two factors: 
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a the physical and mechanical nature of the ferry. 
This option heavily depends on the application, 
which will have an upper limit on the physical 
speed of the ferry. Let us define this limit as SP. 

b The ferry-node data exchange relationship must 
satisfy equation (7). Specifically, given fixed 
values for the SN communication range Rc, and SN 
data rate R, increasing the speed of the ferry will 
reduce the amount of data that can be exchanged 
during one pass of the ferry. Therefore, depending 
on the requirements of the application with respect 
to the size of the data that must be exchanged 
during one pass, and the maximum amount of 
acceptable end-to-end delay, the maximum ferry 
speed that can be achieved can be determined. Let 
us define this value as SE. 

After determining these two maximal values, the actual 
ferry speed would have to be the smaller of the two. 
Namely: sc = minimum (SP, SE). 

2 Increasing snc in the VSF and ASF models: as discussed 
earlier, in the VSF model, the ferry has two speeds, 
depending on its location as it is moving along the 
LSN, sc and snc. Increasing speed can provide for 
reduced end-to-end delay. However, the value of sc is 
constrained by the parameters Rc, R and L, which might 
be fixed for the particular SN node technology, and 
application that is involved. Therefore, increasing the 
value for snc might be a more appropriate and flexible 
solution to reduce the total end- to-end delay. In this 
case, only the maximum speed dictated by the physical 
and mechanical nature of the ferry, SP, would be the 
limiting factor. In that case, the designers of the LSN 
would not have to be concerned with the maximum 
speed SE set by the ferry-node data exchange 
relationship constraint. This is a considerable advantage 
of the VSF model, especially in highly disconnected 
LSNs, where distance between SNs, d, is considerably 
greater than the SN communication range Rc. In such 
situations, the ferry can move much faster once it is out 
of range, with an SN node to reach the communication 
range of the next SN node. 

In the ASF model, the snc speed is fixed, while the sc 
speed (named sci) is set according to the buffer size of 
the node, i, that is within the range of the ferry. 
Consequently, the same analysis applies with respect to 
increasing the snc speed in order to reduce the  
end-to-end delay, while the sci speed is constrained by 
the buffer size and cannot, otherwise, be changed. 

3 Increasing the number of sinks: another strategy for 
reducing end-to-end delay is by increasing the number 
of sinks, and consequently increasing the number of 
segments and ferries (since we have one ferry per 
segment) for the same number of SNs and coverage 
area. This is illustrated in Figure 4. This process will 
result in shorter segments, leading to a shorter length of 

time for the ferry to go across each segment in both 
directions, which results in a lower end-to-end delay for 
data delivery. This option can be considered for both 
the CSF and VSF models. This gain in performance 
comes at the price of higher complexity, cost, and 
installation time of the communication system. This 
networking model might be an effective strategy 
depending on the application that is involved, and the 
criticality of the end-to-end delay parameter. 

4 Hybrid approach: increase snc and the number of sinks: 
In order to decrease the end-to-end delay, the designers 
can increase snc in the VSF model, and can also 
increase the number of sinks. This approach can be 
useful if the desired delay cannot be achieved by only 
increasing the no-communication speed of the ferry, 
due to the physical limitations of the ferry technology 
that is available for a particular application. In such a 
case, it would be necessary to increase the number of 
sinks to cover a fixed distance with a given total 
number of SNs. This leads to more stringent physical 
technology requirements for the ferry to achieve higher 
speeds. In addition, this option would result in an 
increased system cost and management complexity due 
to the increased number of sinks. 

5 Increase the number of ferries per segment: another 
option for decreasing the end-to-end delay is to increase 
the number of ferries that service each segment. The 
number of ferries per segment can also vary between 
different segments. For example, more ferries can be 
used in segments that have heavier monitoring traffic. 
If this option is chosen, appropriate optimisation 
algorithms would be required to determine the best 
ferry routes for a segment, given the number of ferries 
servicing a segment, as well as the number of SNs, the 
distance between them, and the traffic arrival rate of 
each one. 

5.2 FLSNs using various sensor nodes 
In Table 2, the main parameters that affect the design and 
performance of an FLSN network are presented for various 
existing sample sensor nodes. Specifically, the parameters 
are the transmission rate, R, and the communication range 
Rc. The CSF model is assumed in the table. In order to 
calculate the value for the exchanged data length in one pass 
between the ferry and a SN, L, we use equation (6) with a 
ferry speed of 1 m/s. We also use equation (8) to calculate 
the resulting ferry buffer size for n = 100 nodes. The sensor 
nodes presented in the table can be divided into three 
different categories: 

1 special-purpose sensor nodes, such as the Spec. 

2 generic sensor nodes such as the Rene, Mica-2, Telos 
and Mica-Z 

3 high-bandwidth sensor nodes such as BT and Imote. 
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Table 1 Options to reduce end-to-end delay 

Option Limited by Cost type Complexity 

Increase sc (CSF) Ferry physical speed, SN data 
comm. range, SN-ferry data 
exchange rate 

Ferry mobility energy cost Increased SN-ferry 
synchronisation and 
transmission complexity 

Increase snc (VSF, and ASF) Ferry physical speed, flexibility 
in adjusting ferry speed while 
communicating (sc) 

Ferry mobility energy cost Increased ferry physical 
movement technology 
complexity 

Increase number of sinks No technical limitation Increased total cost of sinks 
and ferries 

Increased sink management 
complexity 

Hybrid approach: increase snc 
and number of segments 

Ferry physical speed limitation 
can be remedied by adding 
more segments 

Ferry mobility energy cost + 
increased total cost of sinks and 
ferries 

Increased ferry physical 
technology and increased sink 
management complexity 

Table 2 FLSN parameters with various sensor nodes 

Sensor node Trans. rate (R bps) Trans. range (Rc m) Max. ex. data length in 
one pass (L KB) 

Ferry buffer size  
CSF
f( B  KB) 

Spec 100,000 15 381.0 38,100.0 
Rene 10,000 30 76.2 7,620.0 
Mica-2 76,000 100 1,900.0 190,000.0 
Telos 250,000 125 7,812.5 781,250.0 
Mica-Z 250,000 100 6,250.0 625,000.0 
BT Nodes (Bluetooth) 1,000,000 100 25,000.0 2,500,000.0 
Imote (Bluetooth) 1,000,000 100 25,000.0 2,500,000.0 

 
We can clearly see that for sensors with a small 
transmission rate and communication range, such as the 
Spec sensor, the value for the exchanged data length and 
resulting ferry buffer size are relatively low: around  
381 KB, and 38,100 KB respectively. For the general 
purpose sensors, such as the Mica-2, these values increase 
to 1,900 KB and 190,000 KB respectively. Finally, for the 
high bandwidth sensors such as the Imote, these values 
increase further to 25,000 KB, and 2,500,000 respectively. 
These values are intended to give a sample of the 
parameters when used with real sensors of different types; 
as they heavily depend on the application involved, which 
would dictate what type of sensor nodes, end-to-end delay, 
and resulting ferry speed that are to be used. In turn, these 
specified parameters lead to the buffer requirements of the 
ferry that will be used. 

6 Simulation 
6.1 Simulation setup 
Simulation experiments are performed in order to verify the 
operation of the presented algorithms and analyse their 
performance under various network conditions. 

The LSN is generated according to the model stated in 
Section 4. Based on the observations from realistic sensor 
nodes in Table 2, the default values of the input parameters 
are set in the following way. The number of sensor nodes, n, 
varies between 25, 50, 75, and 100. The distance between 
two consecutive sensor nodes d = 150 metres. The 

communication range of each sensor node Rc = 50 metres. 
The transmission rate R = 2,000 bps. The buffer size of each 
sensor node B = 8,000 bytes. The ferry speed in CSF  
s = 10 m/s. The ferry speed in communication in VSF  
sc = 10 m/s. The ferry speed while there is no 
communication in VSF and ASF snc = 20 m/s. The delay 
quota in ASF Tq = 0.5 s. The NORMAL_SPEED in ARF is 
10 m/s. The FERRY_MAX_SPEED in ARF is 50 m/s. The 
time-out value T = 1,500 s. Finally, the critical threshold in 
ARF is 10,000 bytes. 

In the simulated algorithms, the best effort and priority 
traffic are generated according to an exponential distribution 
with average arrival rates that are generated according to a 
uniform distribution. The average of the best effort traffic is 
generated according to a uniform distribution between 1 and 
3 bytes per second. The average of the priority traffic is 
generated according to a uniform distribution between 8 and 
16 bytes per second. The lambda is set to 0.8. 

In order to evaluate the performance of the algorithms, 
the following two metrics are used: 

1 the delivery ratio of successful packets to the total 
number of packets generated by the SNs 

2 the average end-to-end delay experienced by the 
successfully delivered packets. 

The simulation is intended to evaluate the effect of the 
various network conditions on these two important 
parameters. The experiments were run for sufficient time, so 
that the performance of the algorithms better reflected in the 
results. 
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6.2 simulation results of CSF 
The simulation results for the CSF algorithm are presented 
in Figures 7(a), 7(b) and 7(c). In the figures, the delivery 
ratio is measured as the buffer size, time-out value, and 
ferry speed are increased. In Figures 7(d), 7(e) and 7(f) the 
average delay is measured as the same parameters are also 
increased. We can see that for the CSF case, the delivery 
ratio is higher and average delay is lower when the number 
of nodes is small. On the other hand, an increase in the 
buffer size and time out value produce higher delivery ratio 
with increased average delay. 

Figure 7(a) shows that the delivery ratio increases when 
the SN buffer size increases. This is due to the fact that a 
larger buffer size causes a fewer number of packets to be 
dropped due to buffer overflow. It is also observed that the 
impact of the buffer size is higher when the number of 
nodes is small. Figure 7(d) shows that an increase in the 
buffer size leads to a slightly higher average delay. The 
reason for this is that a sorted queue is used to keep the 
packets in the SNs. Consequently, a higher SN buffer size 
means that the collected packets are generated over longer 
periods of time. 

When Figures 7(b) and 7(e) are examined, we see that 
the delivery ratio and average delay increase when the  
time-out value is increased. This is due to the fact that 
longer time-out values mean that more messages will be 
delivered before they are dropped due to time-out timer 
expiration. However, this causes the average delay to 
increase as well. It can also be seen that the delivery ratio 
and average delay increase rapidly when the time-out value 
increase. But, they stay relatively constant after some 
critical time-out value. These critical values are about 1,000, 
1,500, 2,500, and 3,500 in both figures depending on the 
number of nodes. This is due to the fact that the ferry takes 
about this much time to go from the primary sink to the 
secondary sink. 

The results for the average delivery ratio and average 
delay as the ferry speed increases, are shown in Figure 7(c) 
and Figure 7(f) respectively. An interesting observation can 
be made in that the delivery ratio increases initially with the 
ferry speed. However, after some critical speed, the delivery 
ratio starts to decrease. The reason for this is that as the 
ferry speed increases, more packets are delivered to the sink 
before their time-out timer expires. However, if the ferry 
speed is too large, then less packets are able to be collected 
from the SNs by the ferry. Consequently, these uncollected 
packets end up timing- out inside the SN node buffer 
thereby negatively affecting the average delivery ratio. On 
the other hand, it is observed in Figure 7(f) that the average 
delay goes down as the ferry speed is increased. This is due 
to the fact that the packets collected from the SNs are 
delivered more rapidly to the sink. 

6.3 Simulation results of VSF 
Figure 8 shows the results for the simulation of the VSF 
algorithm as different parameters are changed. Figures 8(a) 
and 8(d) show that the delivery ratio and average delay 
increase as the sensor buffer size increases. Figures 8(b) and 
8(e) show that the delivery ratio and average delay also 
increase as the time-out parameter increases. We observe 
that as the time-out increases beyond a critical value, 
increase rates of the delivery ratio and average delay 
become very small. This critical value increases as the 
number of sensor nodes, n, increases from 25 to 100 nodes. 

In Figures 8(c) and 8(f), we see that the delivery ratio 
increases and the average delay decrease as the  
non-communication ferry speed increases. This is due to the 
fact that the ferry is able to reach the sinks more rapidly. 
Consequently, more packets are able to deliver with shorter 
delay and before timing out, while the ferry is still able to 
collect a higher number of packets from the SNs at the 
lower speed. 

6.4 Simulation results of ASF 
Figure 9 shows the results for the ASF algorithm 
simulations. Figures 9(a) and 9(d) show that the delivery 
ratio and average delay go up slightly as the buffer size 
increases. We also observe that the effect of the buffer size 
on the delivery ratio is reduced when the number of nodes 
increases. Figure 9(b) and 9(e) show that the delivery ratio 
and average delay increase as the time-out value increases. 
In addition, a trend which is similar to that in the CSF case 
is also observed here. 

The simulation results for the ASF delivery ratio and 
average delay as the delay quota Tq increases are shown in 
Figs. 9(c) and 9(f) respectively. When n = 25, it is observed 
that the delivery ratio peaks at a critical value of Tq = 0.5. 
This is due to the fact that when delay quota is large, there 
is enough time for the SN nodes to transfer their packets to 
the ferry. If Tq is very small, then nodes do not have enough 
time to download their data so that a lot of their packets are 
not picked up by the ferry and ultimately time-out, resulting 
in a low delivery ratio. On the other hand, when Tq is too 
large, the ferry spends too much time at the early nodes and 
the packets in the latter nodes also time-out, resulting in a 
low delivery ratio as well. Consequently, for a particular 
network size, there is an optimal value for Tq. However, our 
simulation is limited and does not reflect this fact in the 
other three curves. Figure 9(f) shows that the average delay 
increases when the delay quota increases. This pattern is 
reasonable since an increase in the delay quota should lead 
to an overall increase in the average delay experienced by 
the successfully delivered packets. 
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Figure 7 CSF simulation results, (a) effects of buffer size on delivery ratio (b) effects of time-out value on delivery ratio (c) effects of 
ferry speed on delivery ratio (d) effects of buffer size on average delay (e) effects of time-out value on average delay (f) effects 
of ferry speed on average delay (see online version for colours) 

 
 (a) (b) (c) 

 
 (d) (e) (f) 

Figure 8 VSF simulation results, (a) effects of buffer size on delivery ratio (b) effects of time-out value on delivery ratio (c) effects of 
non-com ferry speed on delivery ratio (d) effects of buffer size on average delay (e) effects of time-out value on average delay 
(f) effects of non-com ferry speed on average delay (see online version for colours) 

 
 (a) (b) (c) 

 
 (d) (e) (f) 
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Figure 9 ASF simulation results, (a) effects of buffer size on delivery ratio (b) effects of time-out value on delivery ratio (c) effects of 
delay quota on delivery ratio (d) effects of buffer size on average delay (e) effects of time-out value on average delay (f) effects 
of delay quota on average delay (see online version for colours) 

 
 (a) (b) (c) 

 
 (d) (e) (f) 

Figure 10 ARF simulation results, (a) effects of buffer size on delivery ratio (b) effects of time-out value on delivery ratio (c) effects of 
buffer threshold on delivery ratio (d) effects of buffer size on average delay (e) effects of time-out value on average delay  
(f) effects of buffer threshold on average delay (see online version for colours) 

 
 (a) (b) (c) 

 
 (d) (e) (f) 
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6.5 Simulation results of ARF 
The simulation results for the ARF algorithm are presented 
in Figure 10. In Figures 10(a) and 10(d), the delivery ratio 
and average delay are measured as the SN buffer size 
increases respectively. We note in Figure 10(d), an 
interesting phenomenon that has not been seen before: the 
average delay increases dramatically as the buffer size 
increases. The main reason behind this is that the packets in 
each sensor node are sorted in a queue, thus, when the 
buffer size increases, the ARF would collect more packets 
that were generated a long time ago. Figures 10(b) and 10(e) 
show the results of the effect of the time-out value on the 
delivery ratio and the average delay, respectively, of ARF. 
The observations are similar to the previous ones. 

In Figure 10(c), when the buffer threshold increases, the 
delivery ratio decreases. This is due to the fact that, when 
the threshold increases, the time period for the ferry to 
travel in the NORMAL_SPEED becomes longer, which 
may impact the delivery ratio. In Figure 10(f), the average 
delay of ARF first goes up, and then goes down with the 
increasing threshold. The main reason is that, when the 
threshold is large enough, it would collect a large number of 
newly-generated packets from some sensor nodes, which 
reduces the average delay of successful packets. 

6.6 Summary 
In summary, we can identify the following observations: 

• In all proposed algorithms, when the SN buffer size is 
increased, the delivery ratio increases as well. This is 
reasonable, since an increase in the buffer size leads to 
a lower probability of packets being dropped due to 
buffer overflow. Consequently, more packets are able 
to be delivered successfully to the sink. In addition, in 
our implementation, the packets in an SN are stored in 
a sorted queue based on their generation time, and the 
ferry gives higher priority to the packets with a smaller 
generation time. Consequently, we see that the average 
delay also increases when the buffer size increases. 

• As the time-out time increases, the delivery ratio and 
average delay increase as well. In addition, it was 
discovered that there are some critical time-out values 
which correspond to the number of SN nodes and the 
time taken by the ferry to reach the sinks. 

• Several parameters such as the ferry speed and  
no-comm ferry speed in VSF algorithm as well as the 
delay quota in ASF algorithm, and the buffer threshold 
in the ARF algorithm have significant impact over the 
efficient operation of the network. Consequently, they 
must be chosen carefully to optimise the performance 
of the data collection process. 

• Our research and simulation experiments introduced 
and evaluated new algorithms for data collection in 
linear sensor networks. However, we realise that there 
are still many challenges and issues that deserve further 
investigation, which can be considered for future 

research. Our aim in this paper was to provide insight 
into this important area of research and provide 
possible strategies that can be adopted in data collection 
systems. 

7 Conclusions 
LSNs are WSNs that have a linear topology due to the 
linearity of various areas and structures that are monitored. 
In this paper, we introduced an FLSN model, which relies 
on a mobile ferry node for data collection from the SNs in 
an LSN. The ferry collects data that is stored in the SN data 
buffers when it comes within communication range of each 
one and delivers it to the sink at the end of the LSN or LSN 
segment. We presented four different ferry movement 
algorithms that can be used for this process. Furthermore, 
we studied the performance of each of the algorithms by 
measuring the effect of different network parameters such 
as SN buffer size, packet time-out value, and ferry speed on 
important network parameters such as the packet delivery 
ratio and average delay. In addition, different design options 
for reducing end-to-end delay are considered, along with a 
discussion of the application of FLSNs using various 
existing sensor nodes. We believe that this work paves a 
way for additional research that is needed. For example, 
more research can be done to use multiple ferries to service 
an LSN segment. Moreover, issues and challenges related to 
ferry route selection and data collection synchronisation 
strategies can be considered and evaluated under various 
network and traffic conditions. 
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