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Abstract— Wireless sensor networks (WSNs) is an area of military, monitoring, and infrastructure surveillancen the
research that has been getting a lot of attention lately. Thi is |atter category, a considerable number of the infrastrestu
due to the rapid advancements in the design of wireless de¥is at are monitored have a linear structure which extends ove

which have increasingly more processing, storage, memory, . . . .
and networking capabilities. In addition, the cost of senss is relatively long distances. This causes the wireless sertsor

constantly decreasing making it possible to use large quaities e aligned in a linear topology. New frameworks and protscol
of these sensors in a wide variety of important applications are needed to take better advantage of the linearity of the ne

in environmental, military, commercial, health care, and d¢her  work structure in order to increase routing efficiency, entea
fields. In order to monitor certain types of infrastructures, reliability and security, and improve location managemémt

many of these applications involve lining up the sensors in a . . .
linear form, making a special class of these networks which & PFEVIOUS paper [1], we introduced a classification of LSNs

are defined in this work as Linear Sensor Networks (LSNs). from a hierarchical and topological points of views.
In a previous paper, we introduced the concept of LSNs along  In this paper, we introduce a topology discovery algorithm

with a classification of the different types of LSNs, a sampl®f  for thick LSNs, where the sensor nodes are deployed between
their applications and the motivation for designing specitized two parallel lines that can stretch for a long distance (e.g.

protocols that take advantage of the linearity of the netwok .
to enhance their communication efficiency, reliability, fait t€NS Or hundreds of kilometers). As a result of the proposed

tolerance, energy savings, and network lifetime. This pape topology discovery algorithms, a small percentage of the de
presents a graph-search-based topology discovery algdnin ployed sensor nodes are selected to form a backbone network
for LSNs. New definitions for important structure and design along the linear topology, which can be used to efficiently
parameters are introduced. The proposed protocol allows t8 4 te sensing data (collected from the surrounding nodéds an
nodes to identify some nodes to be included in a backbone,t itted to th t backb d | the Ii
which can be used by the other nodes to send data to the ransmited 1o _e neares ackbone node) along the linear
sink at the end of the LSN or LSN segment. This backbone Network to the sink or sinks located at the end of the network
discovery increases the efficiency, and robustness of thetmerk.  or network segment.

It also allows for significant improvement in the scalability of The characteristics of one-dimensional ad hoc networks
the communication process in the LSN which can contain a ,5ye peen studied by various researchers. Diggavi et.ual- st

very large number of nodes (e.g. hundreds or thousands). In . - . . ] .
addition, linearity of the structure and discovered backbme can led the characteristics of wireless capacity with the exise

enhance the routing reliability by “jumping” over failed no des ©Of mobility in one-dimension [2]. Ghasemi et al. provided
by increasing the range. Furthermore, the protocol does not an approximation formula for the connectivity probabilaf
require the nodes to have location detection capabilitiesueh as  one-dimensional ad hoc wireless networks [3]. Miorandi et
GPS, which would lead to a more complex design and higher 5| analyzed the connectivity issue in one-dimensional@d h
cost of the sensor nodes. . -
networks using a queuing theory approach [4]. On the other

Keywords: Ad hoc and sensor networks, routing, backbone hand, many researchers have investigated topology control
discovery, wireless networks. (TC) techniques in wireless ad hoc networks. In [5], Sandil et
present a survey of these algorithms, which have the primary
goal of reducing energy consumption, and radio interfezenc
. ] In [6], Ramanathan et al. study the optimization problem of

Wireless Sensor Networks (WSNs) have received a lgfaating a desired topology by adjusting the transmit power
of attention due to constant advancements in the field gf ine nodes. In another paper [7], the authors study power
electronics and wireless communication which have led €0 thssignments to maintain fault tolerance in wireless device
design of low cost, small, and capable sensing devices WRq present algorithms which can be used to minimize power
increasingly higher processing, storage, sensing and @@MfQhjle maintaining &k — edge connectivity with guaranteed
nication capabilities. In addition, WSNs have a great piaén approximation factors. In [8], a topology discovery algomi
for use in a large amount of existing and future applicationg, WwsNs is presented. The algorithm determines a set of
in numerous areas such as environmental, civil, health, caggges which can act as cluster heads in the network. In

This work was supported in part by the UAEU Program for Adhc [9], Wang pre_sents an Overyi?W Of_ the different types of
Research (UPAR), grant No. 31T045. topology algorithms for multidimensional WSNs that have

I. INTRODUCTION



been proposed in research. Algorithm 1 Backbone Discovery - Initialization of Node
The algorithms that are mentioned above are primariiscovery Variables and Broadcasting of tiie) message
designed for multi-dimensional WSNs. They do not takkerom the First Node at the Primary Edge
advantage of the predictable topology of a thick LSN in yyColor = WHITE
order to optimize their performance. On the other hand, /*set my temporary parent and my confirmed parent equél. to
the algorithms presented in this paper are designed to take™/
advantage of the linearity of the network in order to reduce WLempParent = myConfParent =¢
. . . if (this is the first node at the primary edgéen
topology discovery control overhead, and increase operati /* First node in the list. So, set myLC to 0. */
efficiency, and scalability. myLc = 0
In a thick LSN, the sensor nodes have the responsibility  /* Initiate the discovery process by sending the first LD
of both sensing the information as well as routing it through message. */
their neighbor nodes along the “thick line" of sensor noaes t messageLe = 1

. . . /* Initialize the di dPATH list t ID.*
finally reach the sink node at the end of the network. In this PA“}E'iemyelplscovere Istto my

case, the sensor nodes have sensing, aggregation, coidpjess  /* BroadcastLD message to all neighbors. Only the first node
as well as routing responsibilities. The thick LSN topology starts by sending ah D message */
can be present in many applications such as the case when SendLD(messagelD, mylD, messageLc, PATH) to all
the WSN is responsible for monitoring a geographic area. For e|snee|ghbors
example, the network can have the responsibility of momigor /* Ordinary node. So, initialize myLC teo and wait for an
international borders between countries [10] and detécit il LD message to update myLC. */
activities. Such activities can involve border crossings b myLc = oo
smugglers of different illegal goods or substances, myita  end if
crossings by individuals, or vehicles, etc. The inexpansiv
sensors can be deployed by throwing them from an airplaagyorithm 2 Backbone Discovery - Algorithm at an Interme-
moving at a constant but low speed or an unmanned aeii@dte Nodey When Receiving ai..D Message From a Node
vehicle (UAV). The dropped sensors end up in a semi-randaom
geographic form and could follow a linear structure. The /* Note: the distance (in number of hops) while thé® message
sink nodes can also be deployed at various locations and areis propagating is the distance from the node that initiatesl t
separated by some specified average distance. This depibyme discovery process at the primary edge of the LSN. */
of the sink nodes can be done in many different ways. They ¥Vhen nodey receives theL.D(messagelD, x, messageLc)
. . . rom nodez it does the following:

could also be thrown from a low-flying airplane, placing them (messageLe < myLc) then
at locations which are separated by approximately the same /* Distance in message is better. So, the distance can beetkla
average distance, or they can be installed [9] in a precise further. Note that ify is WHITE then myLec = co =
fashion by the network personnel if the terrain is easily = ™messageLc < myLc ™/
accessible. Applications for linear sensor networks idelbut ZWSTempP rarent = .

L . . et myLc counter (i.e. distance af) to lc. */
are not limited to the following: (1) Above-ground oil, gas, myLe = messageLe
and water pipeline monitoring. (2) Underwater oil, gas, and  messageLc = messsageLc+1
water pipeline monitoring. (3) Railroad/subway monitarin * Add myID to the discovered® AT H list. */
(4) Terrestrial border monitoring. (5) Sea-coast monitgri PATH = PATH | mylD _
(6) River monitoring. /* Broadcast thel.D message to all neighbors */

We can identify various reasons why a new framework elSBefoadcaStLD(messageID, myID, messageLe , PATH)

and architecture are needed for different categories akthi /* Distance of received message is not better than current

LSNs. Such reasons include: (1) Speed-up route the route distance set by a previous message. */

discovery and maintenance. (2) Reduce control overhead and Drop LD message

bandwidth utilization for route discovery. (3) Increasedting end if

fault tolerance and reliability. (4) Reduce control ovextie

for route maintenance. (5) Increased efficiency of locatiohlgorithm 3 Backbone Discovery - Algorithm at the Sink

management. when Receiving a Linear DiscoverfyD Message From a
The rest of the paper is organized as follows. Section Nodex

presents the topology discovery algorithm for thick LSNs. When the sink receives theD(messagel D, x, messageLc,

Section Ill provides simulation results and analysis of gom PATH) message from node it does the following:

; ; myBacwadNeigh=x
SZEZ?S of the discovery process, and section IV conclines t [* Save the length of the backbone in number of hops and send

it in the SF' message. */

BBLc = messageLc

[* Send a sink foundSF message to the backward direction
n_eigh_bor:c. Note theSF message is unicast back to the backward
A. Linear Backbone Discovery (LBD) Algorithm direction neighbor. */

) ] ) . Send SF(messagel D, source = mylD, destination = x,
The LBD algorithms is shown in Algorithms 1, 2, 3, and 4. ppic, PATH)

It is also illustrated in Figure 1. It works in the following

II. TOPOLOGYDISCOVERY ALGORITHM
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Fig. 1: lllustration of theL. D message propagation from the initiator node to the sinkénLihear Backbone Discovery (LBD)
algorithm.

manner. As indicated in Algorithm 1, the designated first Algorithm 3 describes the actions taken by the sink when it
node on the primary edge of the LSN starts the discovergceives thel. D(messagel D, myl D, messageLc, PATH)
process by initializing its discovery variables and braeding from a nodex. Namely, it saves théD of x as its backward
the Linear Discovery (LD) messadeD(messagel D, myID, neighbor as well as the length of the discovered backbone
messageLe, PATH) to all of its neighbors. The messagen number of hops that is contained in theessageLc.
contains the following parameters: It then unicasts a sink found messagel'(messagel D,
ource = mylD, destination = x, BBlc, PAT H) back

the discovery initiating node through the nodes in the
discovered backbone.

Algorithm 4 describes the steps taken by an intermediate

3) a@elgsatgﬁz;c- Th;s ;s tr:je Ilnee:;] dldscovery ((:jouniﬁrf Itnodey when it receives anSF(messagelD, source =
olds the count of nodeés In the discovered path 1rof) myl D, destination = x, BBle, PATH) message from a

the initial primary edge node that initiated the dlscoverxodex First, y sets itsi AmPartO f Backbone variable to

process. . TRUE. Then nodey fully or partially caches the discovered
4) foﬁz;ﬁé dTihr1ISthIeS d?snco(\)/ﬁi:je(;altﬁt of nodes that A% ackbone depending on the strategy that is used. A full ogchi
: of the backbone allows the node to have the full list of the
Algorithm 2 describes the actions executed by an intermeedes in the backbone and consequently ngdeas more
diate nodey when it receives arl.D(messagelD, mylID, flexibility in routing packets. However, this comes at thestco
messageLc, PATH) message from node. First nodey of increased memory usage. On the other hand, nodan
checks to see if the linear counter in the messagesageLc partially cache the local part of the backbone suchkas
is better (i.e. smaller) than its own linear countegyLc. If nodes in each direction, which allows it some flexibility in
that is the case, then it changes its temporary parent émd routing packets and reaction to neighboring node failureiew
updates itsnyLc counter with that, which is in the messageteducing its memory usage. Nogethen sets its forward and
It then increments the linear counter in the message by ohéckward direction neighbors, as well as the distance from
adds its own/D to the PATH and broadcasts the updatedhe source, and distance from the sink in number of hops.
LD(messagelD, myID, messageLc, PATH) message to Afterwards, nodeg, forwards theSF message to its backward
all of its neighbors. However, if the linear counter in th&eighbor. This propagation of th&/” message continues along
messagenessageLc is not smaller than it own linear counter,the nodes in the discovered backbone till it reaches thecsour
myLec, then it drops the message since this implies that riode, thereby completing the backbone discovery process.
already has a parent node with a better linear count with aAt the end of the backbone discovery process, we will have
smaller number of hops from the source, which contributégo types of nodes:
with a lower number of hops in the backbone. « Backbone Nodes (BNs): These nodes are a part of the

1) messagelD: This is the ID or the discovery messagei0
to prevent looping.
2) mylID: This is the ID of the sending node.



backbone. Algorithm 6 NBD Propagation - Algorithm at an Intermediate

« Non-backbone Nodes (NBs): These nodes did not end upNodey When Receiving aVBD Message From a Node.

being a part of the backbone. They are used to perform When nodey receives anlN BD (messagel D, source BNID,
normal sensing operations. mylD, BNDringSize, numOfHops, PATH_TO_BN)
from a nodez.

save PATH_TO_BN in the routing table as a path to the

Algorithm 4 Backbone Discovery - Algorithm at an Inter-  sour BNID node, which is now a part of the backbone

mediate Node; When Receiving a Sink FounflF’ Message numO fHops = numO fHops + 1
From a Noder if (numOfHops < ringSize ) then

/* Add myID to the discovere®® ATH_TO_BN list. */
PATH_TO_BN = PATH_TO_BN | mylID
Broadcast NBD (messagelD, sourceBNID, mylD,
BN DringSize, numO fHops, PATH_TO_BN) message
to all neighbors

else
/* Ring size is exceeded. */
Drop NBD message

When nodey receives theSF(messagel D, x, messageLc,
PATH) message from node it does the following:

[* Confirm being a part of the discovered backbone, and cache
the discovered backbone MAT H in the routing table. */
tAmPartO f Backbone = TRUE

Save the full or local part of the discovered backbon@ T H

in the routing table according to the adopted backbone ngchi
strategy.

[* In this paper’s current strategy, we save fHIAT H */ end if

myBackwardDir Neigh = myTempParent

myForwardDir Neigh = ©

myDistFromSource = messageLc o numO f Hops: This variable contains the number of hops
myDistFromSink = messageLc - myLC that this message has traversed so far. This variable starts

[* Forward message to backward direction neighbor. Note the

SF message is unicast back to the backward direction neighbor. at 0 and is incremented as tfiEV D message propagates

*/ through the nodes.
Send SF(messagel D, source = mylD, destination = x, e PATH to BN: This is the path to thé8 N node that
messageLc, PATH ) is discovered so far. As the BND message is propagated,

each intermediate node concatenates its d&nto the
end of the PATH to BN it received in from the

Algorithm 5 NBD Initiation - Algorithm initiated by a newly
declared BN node

previous node.
Algorithm 6 describes the steps taken by an intermediate

nodey when it receive theV BD message from another node

I* Set th BNID to the ID node that is initiating th .
e nesource o e 1) node that 1S inifiating the Namely, when theV BD message reaches a node, it does

broadcast of the NBD message. */

sourceBNID = myID the following. It caches the pati?PATH _TO_ BN, to the
/* Set the ring size of the NBD message propagation. */ newly discovered3 N node. Nodey now can use this path to
NBDringSize = p send messages to th&N node in order to transmit them to

/* Initialize the number of hops from BN to 0 */ the sink through the backbone. It then increments the number
numO fHops = 0

[* Initialize PATH_TO_BN list to only contain the ID of the of hops. If the new number of hops in the message is still

current node. */ less than or equal to theingSize, then it adds its own
PATH_TO_BN =mylD _ ID to PATH_TO_BN, and broadcasts the message to its
/* BroadcastN BD message to all neighbors. */ neighbors. Otherwise, it drops the message. Figure 2 peevid

Broadcast NBD (messagelID, sourceBNID, mylD,

NBDringSize, numOfHops, PATH TO_BN) an illustration of thelN BD message propagation. As tsé”

message propagates back from the sink, each of the newly

discoveredBN nodes broadcasts aWNBD message, which
is initiated and propagated according to Algorithms 5 and
6 respectively. The figure shows the/N nodes, which are

B. The New BN Declaration (NBD) Broadcast algorithm nodesA, B, C, I, K, L, and M. These nodes constitute the

At the end of the backbone discovery process, the newliscovered backbone. It also shows & nodes, which were
discoveredB N nodes will broadcast a a Nel®N Declaration not designated as part of the backbone. Each ofMtiznodes
(N BD) message to inform all of the nodes withirhops from is shown with the corresponding distance (in number of hops)
itself that it is a part of the backbone. Algorithm 5 is used bffom the nearesBN node. The dashed lines show the path

the

BN node to initiate the broadcast process of fi&D of each of theN B nodes to the neare®?/N node according

message. In theV BD message, thé3N node includes the the the described algorithms. These paths are discovetexd af
following parameters: the broadcast and propagation of theBD messages from

messagel D: This variable contains the messagp to the BN nodes.
prevent looping.

sourceBNID: This is thelD of the sending BN node. ) _
myID: This is theID of the node forwarding the BND A. Simulation Setup

message. Initially, it is equal to theurce BNID. This section evaluates the performance of the proposed
BN DringSize: This is the size of the broadcast ring intopology discovery framework, providing insights into the
number of hops. It is set tp. impact of various parameters.

IIl. PERFORMANCEEVALUATION
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communication range. The node that initiates the backbone

The thick linear sensor network is generated accordin . e }
to the model stated in Sections | and Il. A thick LSN isogscovery is the leftmost node within the 2-D rectangle;

. . . similarly, the sink is the rightmost node within the thick LS
modeled as a rectangle in our simulations. Key paramet

ers. X ) :
. ) ; . . ; . he performance metrics used in our evaluations are the
in the simulations include the thickness (i.e. the width}haf time for backbone discovery, the numberiab andSF mes-

thick LSN, the length of the thick LSN, the number of sensor : .
L es used in the backbone discovery process, and the number
nodes, the communication range of a sensor node, and .
of ‘'new backbone node declaratiov BD) messages. Our

size of the broadcast ring. In our simulation, the default _. . . . )
. . .sjimulation seeks to investigate the impacts of these pasame
values of these input parameters are set as follows: théawi . : . .
us, we ran experiments with one varying parameter while

W is 500 meters, the length is 10000 meters, the numberkee ing the others to their default values. Each experiment
N of sensor nodes is 1000, the communication raRgege ping i P

. ! -~ run lasts for sufficiently long time, so as to better refleet th
of each sensor node is 100 meters, the default ring size ;
W L performance of the proposed algorithm.
TRange — b which is equal to 2.

In all simulations, the position of each sensor node is )
uniformly generated within the 2-dimensional rectanglatthB:- Smulation Results
represents the thick LSN. Two sensor nodes can communicat&ig. 3 shows the time for topology discovery while varying
if and only if the distance between them is not larger than thlee number of sensor nodes and varying the communication



nodes is fixed, when the communication range increases, the

’gj Ranse-180 o ] - number of N BD messages increases as well. The main reason
5, %12 s behind this phenomenon is that, a large communication range
g, ot ie s enables every sensor to directly communication with a large
84 " 8 j . number of other sensor nodes, therefore, the number of new
22 oy o e % e M backbone declaration messages increases.

T T e mw  mm ww e i w0 a0 In summary, the proposed topology discovery framework

Number of sensor nodes Communication range

works well in a variety of settings in thick LSNs. We hope our

findings can reveal some potential insights for future eslat
Fig. 5: Number of NBD messages research.

(a) Varying number of sensor nodé® Varying communication range

) _ ) ) IV. CONCLUSIONS ANDFUTURE RESEARCH
range. We make two important observations. Firstly, we find Due to the linear nature of the structure or geographic area

that, if the commgnlcatlon range 1s fixed, when the r!umbﬁ{at is being monitored, the topology of some WSNSs exhibits a
of sensor nodes increases, the time for backbone dISCOVﬁ

. T ﬁ ar form. The resulting network was defined in our presiou
decreases in general. This is because, when the numbe 9 b

; X i . MOE( Bl as an LSN. In this paper, we present a graph-search-
sensor nodes increases, since the size of the thick LSN dsflxs?sed algorithm for backbone discovery in thick LSNs. The

the density of sensor nodes increases as well Conseq,ue%gulting backbone can be used for efficient routing of the

Fhe number r(]).f r::?_mnl}urllcatlcl)nt Ilnkst bter'sweden sensgr nod Ata collected by the other nodes in the the network. The
Increases, which finafly transiates into the decreased aum outing strategy can then take advantage of the linearity of

of hops between the initiator and the sink. Secondly, fortﬁe network and discovered backbone in order to enhance the

large communication range, the time for backbone discovelftybustness and fault tolerance of the network. Our futunéwo

decreases more slowly. For example, if the communicaligny; ¢,0s on the these important issues to use the linearfity

rla(l)%%et's éggbwaeengsqeenfz:ngg(r;lfgsﬁgsdoi;:g\?eers IQZ::?:ZE:;E@ backbone to allow the routing protocol to overcome node
' o y > Bifures by jumping over failed nodes, or going around them
25%; however, when the communication range is 200, the ti .
: ) ough local backbone maintenance.
for backbone discovery decreases by 7%. The reason is that,
when the communication range is large, the number of passibl
communications links is large too, which mitigates the pesi
effect from the increase of the number of sensor nodes.  [1] I. Jawhar, N. Mohamed, and D. P. Agrawal. Linear wirelesmisor
Fig. 4 d trates the results of the impact of the number networks: Classification and applicationElsevier Journal of Network
I9. 4 demons S of p and Computer Applications (JNCA), 34:1671-1682, 2011.
of sensor nodes and communication range on the numbgr S. Diggavi, M. Grossglauser, and D. Tse. Even one-deiueak
of LD and SF messages. Generally, if the communication Imgbi”tyt_ inc;‘;ases Saf(q(i; Kj"ife'esf) Caz%%CgM-EEE Transactions on
. . . nrormation eory, , Novembper .
range Is fixed, when the number of §ensor nOde.S !ncreas%%, A. Ghasemi and S. Nader-Esfahani. Supporting aggregaégies over
the number ofLD and SF messages increases; similarly, if ~ ad-hoc sensor networkéEEE Communications Letters, 10(4):251-253,
the number of sensor nodes is fixed, when the communication SPFRA?OOG& §E AL c iy | i o ad
. . . loranal an . man. onnectuvi In one-dimens al
range increases, the numberlaD andS F' messages INCreases ™ oc hetworks: a queuing theoretical approachMreless Networks,
too. LD messages are used by the sensor nodes, especially thelz(5):5_73—587, September 2006.
sensor node that initiates the backbone discovery protess, [5] 'ésa”tt'_- TOSFLO'OQV (ngoR')'“s‘;V'izlfsigid ?/?C ar?dz SSEWWKS-ACM
. . . omputing Surveys , 37:164-194, Marc .
find the shortest path to the Smlf node; tﬁ.E messages a.re [6] R. Ramanathan and R. Rosales-Hain. Topology control aftinop
used by the sensor nodes, especially the sink node, to tiogify wireless networks using transmit power adjustmenn Proc. |EEE
backbone nodes that they are part of the discovered backbone !nfocom 2000, pages 404-413, March 2000. o
Gi the meaninas of these two tvbes of messades. it is ng{ M. Hajiaghayi, N. Immorlica, and V. Mirrokni. Power optization
ven g . . yp ges, in fault-tolerant topology control algorithms for wirelesmulti-hop
hard to see the trend in the figures. networks. in: Proc. MobiCom, September 2003.
We also plOt the impact of varying number of sensof8] Badri Nath B. Deb,' S. Bhe_ltna_gar. A topology discoveryaaithm for
. . sensor networks with applications to network managemksEE CAS
nodes and varying communication on the humbe\aB D workshop, September 2002.
messages. The simulation results are shown in Fig. 5. Thg Y. Wang. Topology control for wireless sensor networkShapter 5,
new backbone node declaration messages are used by the}lreless Sensor Networks and Applications, Springer, pages 113-140,
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