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Abstract—Due to unpredictable node mobility and the easily-
interrupted connections, routing protocols in DTNs commonly
utilize multiple message copies to improve the delivery ratio.
A store-carry-and-forward paradigm is also designed to assist
routing messages. However, excessive message copies lead to
rapid consumption of the limited storage and bandwidth. The
spray and Wait routing protocol has been proposed to reduce
the network overload caused by the storage and transmission of
unrestricted message copies. However, there still exist congestion
problems when a node’s buffer is quite constrained. In this paper,
we propose a message Scheduling and Drop Strategy on spray
and wait Routing Protocol (SDSRP). To improve the delivery
ratio, first of all, SDSRP calculates the priority of each message
by evaluating the impact of both replicating and dropping a
message copy on delivery ratio. Subsequently, scheduling and
drop decisions are made according to the priority. Finally, we
conduct extensive simulations based on synthetic and real traces
in ONE. The results show that, compared with other buffer
management strategies, SDSRP achieves higher delivery ratio,
similar average hopcounts, and lower overhead ratio.
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I. INTRODUCTION

Delay tolerant networks (DTNs) [1] are challenged net-
works in which end-to-end transmission latency may be arbi-
trarily long due to a lack of stable connections. Therefore, it
is commonly unpractical to forward a message from source to
destination utilizing the usual TCP/IP protocol. To solve this
problem, messages in DTNs are routed in a store-carry-and-
forward paradigm, which usually requires nodes to spawn and
store messages. Therefore, there may be multiple copies of
the same message at the same moment in DTNs. Successful
delivery occurs only when one or more infected nodes en-
counter the destination. The concept of DTNs can be applied
to various applications such as interplanetary networks [2],
disaster response networks [3], rural areas [4], wildlife tracking
[5], and pocket-switched networks [6].

To maximize delivery ratio, Epidemic [7] utilizes every
possible connection to replicate messages to every ever-
encountered node. However, excessive message copies are
bound to result in network congestion. Therefore, Epidemic
is actually impractical in large-scale networks. To overcome
this problem, Spray and Wait [8] is proposed to limit the
maximum number of message copies, and adopts a binary
splitting method to distribute copies into the network. The
process goes on until any message holder encounters the
destination. However, there is still partial congestion due to
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Fig. 1. An illustration of the message scheduling and drop problem (M :
message id, C: message copies number, R: message remaining TTL).

the limited buffer size. In other words, the buffer management
strategy is still required to further schedule the messages, even
in the Spray and Wait routing protocol.

An illustration of the message scheduling and drop problem
is shown in Fig. 1; it is worth noticing that the abscissa
represents the passage of time, while the ordinate indicates the
buffer spaces of different nodes. At different times, messages
Mi and Mj are generated in nodes a and b, respectively. After a
period of time, node a sprays half of its copies of Mi to node
b. Soon afterwards, node b also sprays half of its copies of
Mj to node a. Therefore, there coexist two kinds of messages
(Mi and Mj) in the buffers of both nodes a and b. However,
they have different message copy numbers (Ci) and remaining
TTLs (Ri). These elements will make a significant effect on
priorities of messages. When a connection is established or
buffer space overflows, we need to decide which message to
send or drop according to the priorities.

In general, the message with a larger number of copies and
a longer remaining TTL should be assigned a higher priority,
since it requires more transmission opportunities. However,
because of the lack of spray opportunities, there may be some
messages with a large number of copies, while their TTLs
are small, and vice versa. So it is also reasonable to assign
a higher priority to the message whose remaining TTL or
number of copies is up soon. The above analysis illustrates that
the priority is not a simple linear combination, but a complex
function of the number of message copies and remaining TTL.
Therefore, it is necessary to find an appropriate mapping (i.e.,
Priorityi = f(Ci, Ri)), which could change the number of
copies and remaining TTL into priority.



In order to manage buffer space effectively, we need to
decide not only which message to send in advance, but also
which message to drop. Therefore, we must make a trade-
off among messages with different numbers of copies (Ci)
and remaining TTLs (Ri), and then decide on a suitable
priority. However, it is really challenging to perfectly map
number of copies and remaining TTL to priority. The previous
methods [9], [10] almost depend on the heuristic algorithms,
which usually schedule the messages utilizing a normalization
strategy to simply compare the magnitudes among the mes-
sages’ numbers of copies or remaining TTLs. However, it is
impossible to prove that the heuristic algorithm is optimal in
terms of any optimization goal. In other words, the previously
proposed scheduling and drop strategies commonly depend on
the intuitive sense; there is a lack of a strict proof to guarantee
the efficiency. For instance, if we attempt to maximize the
delivery ratio, which is more important in influencing the
performance between number of copies and remaining TTL.

To address the aforementioned challenging problem, this
paper presents a non-heuristic algorithm SDSRP, which in-
cludes two steps. First, SDSRP calculates the priority of each
message by evaluating the impact on delivery ratio of both
replicating and dropping a message copy. Through this method,
the message priority is expressed via number of copies and
remaining TTLs. Second, the messages are sorted according
to the priority. Dropping the message or not is also determined
according to the priority. Finally, we conduct extensive sim-
ulations based on synthetic and real mobility traces in ONE.
The results show that, SDSRP achieves higher delivery ratio,
similar average hopcounts, and lower overhead ratio compared
with other buffer management strategies.

The main contributions of this paper are briefly summa-
rized as follows:

• We propose a non-heuristic message scheduling and
drop strategy SDSRP, which maps the number of
copies and remaining TTLs to the priority by calcu-
lating the impact on delivery ratio of both replicating
and dropping a message copy. The drop decision and
scheduling order are further determined according to
each message’s priority [11].

• A method to estimate the infection scope of messages
(i.e., the number of infected nodes) is presented in the
Spray and Wait routing protocol.

• We conduct extensive simulations on both synthetic
and real mobility traces. The results show that SDSRP
achieves the best performance regarding delivery ratio,
overhead ratio, and similar performance of average
hopcounts among different buffer management strate-
gies.

The remainder of the paper is organized as follows. We
review the related work in Section II. The non-heuristic
message scheduling and drop strategy SDSRP is presented in
Section III. In Section IV, we evaluate the performance of
SDSRP through extensive simulations. We conclude the paper
in Section V.

II. RELATED WORK

Buffer Management Strategies in DTNs. Researchers in
DTNs have proposed some relatively effective buffer manage-
ment strategies. In [12], a self-adapting optimal buffer man-
agement strategy is proposed. The mobility model is adjusted
on the basis of the nodes’ historical meeting records, and
the message dropping strategies are designed to optimize the
delivery ratio and average delay. Zhang et al. [13] develop a
rigorous and uniform framework based on ordinary differential
equations (ODEs) to discuss Epidemic routing and its relevant
variations. They also investigate how the buffer space and
the number of message copies can be addressed for the fast
and efficient delivery. The work in [14] proposes a new
message scheduling framework for both Epidemic and two-
hop forwarding routings in DTNs; the scheduling and dropping
decisions can be made in each contact duration in order to
achieve either optimal message delivery ratio or average delay.
Krifa and Barakat have published three articles in terms of
buffer management in DTNs. In [15], through optimizing de-
livery ratio and average delay, they achieve the utility value of a
given message. Then they drop the message with the smallest
utility when buffer overflows. According to the achievement
of [15], the work in [16] extends a scheduling strategy to
prioritize the message with highest utility. Considering the
strategy proposed in [15], where bandwidth overloading easily
occurs because excessive information has to be stored and
exchanged, Krifa and Barakat in [17] propose an idealized
strategy called the Global knowledge-Based Scheduling and
Drop strategy (GBSD), in which signal overhead is reduced
by optimizing the storage structure and statistics-collection
method.

All the aforementioned buffer management strategies are
only appropriate for Epidemic routing protocol. However, they
are usually unusable in the Spray and Wait routing protocol.

Improvements of Spray and Wait Routing. In recent
years, in order to optimize delivery ratio or average de-
lay, researchers in DTNs have also improved the Spray and
Wait routing protocol. Spray and Focus [18] is proposed to
overcome the passivity of the wait phase, during which it
forwards its copy to a relay node with higher utility rather
than “Direct Transmission”. Kim [19] proposes a combined
method consisting of both the utilization of an ACK message
and a forwarding method based on the delivery probability. In
[20], in order to avoid identical spraying and blind forwarding
among mobile nodes, an adaptive spraying scheme is defined
based on the delivery predictability of nodes. Subsequently,
they propose to utilize multiple spraying techniques. Although
the above methods pay attention to improving the Spray and
Wait protocol, they just focus on choosing the next appropriate
hop [21] and controlling the number of copies. In other words,
the above methods ignore the message scheduling and drop
problems. For example, there is more than one message in
the buffer: which message we should prioritize, and which
message we should drop when the buffer overflows.

Motivated by the above drawbacks related to Spray and
Wait routing protocol, we propose a message scheduling and
drop strategy, which maps the copies number and remaining
TTL to priority through calculating the impact on delivery
ratio of both replicating and dropping a message copy. The
messages are sorted and dropped according to the priority.
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Fig. 2. A detailed example of the message scheduling and drop problem
(M : message id, C: message copies number, R: message remaining TTL).

III. MESSAGE SCHEDULING AND DROP
STRATEGY ON SPRAY AND WAIT

To deliver a clear problem formulation and gain useful
strategy insights, we first introduce the assumptions in this
paper and put forward the congestion control problem to be
addressed. Next, priority is proposed to reflect the impact
of duplicating and dropping a message copy on delivery
ratio. Finally, based on the priority, we develop the message
scheduling and drop strategy (SDSRP).

A. Problem Formulation

Considering the following network environment, there are
N nodes in the fixed area; messages with random sources
and destinations are generated periodically. Each message has
a given TTL, after which the message is no longer useful
and should be dropped. Neither an immunization strategy nor
an acknowledgment mechanism is utilized to guarantee the
receipt of packets. We use random-waypoint as our mobility
pattern. The routing protocol in this paper adopts Spray and
Wait. In addition, nodes in the network move independently,
the intermeeting times tail off exponentially [22].

To maximize the delivery ratio, this paper primarily ad-
dresses the following two problems regarding the Spray and
Wait routing protocol. (1) When more than one message
coexists in the local buffer and the node cannot ensure whether
the contact will last long enough to forward all the messages,
we should make a decision regarding which message to send
first. (2) If a new message arrives at a node’s buffer and
overflowing occurs, we should make a drop decision amongst
messages already in the local buffer and the new comer.

To solve the aforementioned two problems, we attempt
to obtain a message priority to decide the scheduling and
dropping order. However, it is actually challenging to define a
considerate priority, which can reflect the utilities of different
messages. In other words, it is really difficult to find a
reasonable mapping, which can change number of copies (Ci)
and remaining TTLs (Ri) into priority. There must be a
bridge to assist the mapping. In this paper, aiming to maximize
delivery ratio, we first express the delivery ratio as a function
of Ci and Ri. Then, the priority is derived from the effect
of both replicating and dropping a message copy on delivery
ratio (△P ). Through this method, we successfully establish a
mapping from the number of copies (Ci) and remaining TTLs
(Ri) to priority (as shown in Eq. 2).

Priorityi = △P = f(Ci, Ri) (2)

However, there are an enormous amount of mapping meth-
ods; different mapping methods result in different priorities
of messages. Fig. 2 is a detailed example regarding the
message priority problem. The situation is similar to the one
in Fig. 1. There are also two kinds of messages (Mi and
Mj) in the buffers of both nodes c and e. In node c, Mj

has both a greater number of copies (C) and remaining TTL
(R), compared with Mi. It indicates that Mj needs more
transmission opportunities. Therefore, the decision made in
node c is Priorityi < Priorityj . However, after a period
of time, the decision in node e is exactly the opposite of that
in node c. Although Mj still has both a larger C and R in node
e compared with Mi, nevertheless, the number of copies (C)
and remaining TTL (R) of Mi are both up soon. Therefore,
in node e, a higher priority should be assigned to Mi.

In addition, it is impractical to find a simple mapping which
can satisfy all the optimization goals. The priority in this paper
can only be used to optimize delivery ratio. Therefore, we
make decisions as follows: if the bandwidth is insufficient
to forward all messages in its local buffer, the node should
preferentially replicate the message with highest priority. If
the buffer overflows, the node drops the message with the
lowest priority, among messages already in local buffer and
the new comer. The main notations are illustrated in Table I.
The pseudo-code of SDSRP is described in Algorithm 1.

B. Priority Calculation Model

In DTNs, nodes mainly utilize occasional communication
opportunities to transmit messages. Therefore, the intermeeting
times will seriously influence the delivery ratio. Aiming to
solve the problem, we first define the intermeeting time and
minimum intermeeting time as follows:

Definition 1: Intermeeting time I is the elapsed time from
the end of the previous contact to the start of the next contact
between nodes in a pair.

Algorithm 1 SDSRP
Input:

Copies number: C, Remaining TTL: R,
Number of messages in the buffer: n
The ID of new coming message: m

Output:
Scheduling message: IDS , Dropping message: IDD

1: for i =1 to n do
2: map Ci, Ri to Priorityi
3: Sort Priorityi incrementally
4: Find highest Priorityh, and assign h to IDS

5: Find lowest Priorityl, and assign l to IDD

6: if connection up then
7: return IDS

8: if buffer overflows then
9: map Cm, Rm to Prioritym

10: if Prioritym < Priorityl then
11: assign m to IDD

12: return IDD



TABLE I. MAIN NOTATIONS USED THROUGHOUT THE PAPER

Symbol Meaning
N Total number of nodes in the network
K(t) Number of distinct messages in the network at time t
TTLi Initial time-to-live (TTL) for message i
Ri Remaining time-to-live (TTL) for message i
Ti Elapsed time for message i since its generation

(Ti = TTLi − Ri)
ni(Ti) Number of nodes with message i in buffer after elapsed time Ti

mi(Ti) Number of nodes (excluding source) that have seen message i
after elapsed time Ti

di(Ti) Number of nodes that have dropped message i after elapsed time Ti

(di(Ti) = mi(Ti) + 1 − ni(Ti))
E(I) Mathematical expectation of intermeeting times
λ Parameter in the exponential distribution of intermeeting times

(λ= 1
E(I)

)
E(Imin) Mathematical expectation of the minimum intermeeting times
λmin Parameter in the exponential distribution of minimum

intermeeting times (λmin= 1
E(Imin)

)
C The initial number of copies of message i in source node
Ci The copies number of message i in the current node
Ui Priority of message i
P (Ti) Probability that message i has been successfully delivered

after elapsed time Ti

P (Ri) Probability that undelivered message i will reach the destination
within time Ri

Pi Probability that message i can be successfully delivered
P Global delivery ratio

Definition 2: Minimum intermeeting time Imin is the min-
imum elapsed time for a specific node from the end of the
previous contact to the start of the next contact with any other
node.

According to the descriptions in Section III-A , the recent
researches [22] prove that intermeeting times tail off expo-
nentially in many popular mobilities, such as random walk,
random-waypoint, and random direction. Our simulations are
based on two scenarios: a synthetic one (the random-waypoint
mobility pattern) and real-world trace (EPFL [23], which tracks
the taxis in San Francisco over 30 days, we use the data of
the first 200 taxis in this paper). We first perform simulations
regarding the distribution of the intermeeting times in the
aforementioned two scenarios, aiming to examine whether they
can fit an exponential distribution.

As can be seen in Fig. 3, the intermeeting times approxi-
mately follow an exponential distribution for the above two
scenarios: f(x) = λe−λx (x ≥ 0). Assume that λ is the
parameter for the exponential distribution of intermeeting times
and E(I) denotes the mathematical expectation of intermeeting
times; then we have λ = 1

E(I) .

There are N nodes in the network: a specific node has a
series of intermeeting times (Ii, i ∈ {1, 2, 3 . . . , N−1}); with
other N−1 nodes, the intermeeting times follow an approxi-
mately exponential distribution with the parameter λ. There-
fore, the minimum intermeeting time is defined as follows:
Imin = Mini∈{1,2,3...,N−1}Ii, which follows an approximate
exponential distribution with the parameter λmin (as shown
Eq. 3).

λmin = (N − 1)λ =
1

E(Imin)
=

(N − 1)

E(I)
(3)

The delivery probability for message i is given by the prob-
ability that message i has been delivered and the probability
that message i has not yet been delivered, but will be delivered
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Fig. 3. Intermeeting time distribution for random-waypoint (a) and real-world
trace EPFL (b).

during the remaining time Ri. Thus, the delivery ratio Pi can
be written as Eq. 4.

Pi = (1− P (Ti))P (Ri) + P (Ti) (4)

Suppose that all the nodes, including the destination, have
an equal chance of being infected by message i, and the
number of nodes that have seen message i is expressed as
mi(Ti), while the source node is not included in mi(Ti).
Therefore, the probability P (Ti) that message i has been
successfully delivered can be expressed as Eq. 5.

P (Ti) =
mi(Ti)

N − 1
(5)

The equation to calculate P (Ri) (Probability that undeliv-
ered message i will reach the destination within the remaining
time) is more complex compared with P (Ti). Consider the
meaning of 1−P (Ri), which represents the probability that
message i not only has not been delivered at Ti, but also will
not be delivered in the remaining time Ri (Ri=TTL−Ti). In
other words, 1−P (Ri) equals the probability that not only the
ni(Ti) nodes with message i in the buffer will not contact the
destination during Ri, but also the new infected nodes will not
finish the delivery to the destination within Ri. Moreover, we
assume that Ri is long enough to spray all the initial copies.
Therefore, the Ci copies of message i will keep infecting logCi

2
nodes until the number of copies is reduced to 1. In addition,
the interval time for the adjacent infections can be estimated as
E(Imin). It means ni(Ti) new infected nodes will be generated
every E(Imin) time units. So P (Ri) can be expressed as Eq. 6.

P (Ri)=1−
log

Ci
2∏

k=0

e−λni(Ti)[Ri−kE(Imin)]

=1−e
−λni(Ti)[(log

Ci
2 +1)Ri− 1

2(N−1)λ
log

Ci
2 (log

Ci
2 +1)] (6)

By combining Eqs. 4 − 6, we obtain the final expression
for Pi as Eq. 7.

Pi =
mi(Ti)

N − 1
+ (1− mi(Ti)

N − 1
)

(1− e
−λni(Ti)[(log

Ci
2 +1)Ri− 1

2(N−1)λ
log

Ci
2 (log

Ci
2 +1)]

) (7)
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Note that the global delivery ratio P (expressed as Eq. 8)
equals the sum of Pi. According to Eq. 8, we can derive the
effect of replicating or dropping a given message i on P .
Therefore, ∆P is shown as Eq. 9.

P =

K(t)∑
i=1

[
mi(Ti)

N − 1
+ (1− mi(Ti)

N − 1
)

(1− e
−λni(Ti)[(log

Ci
2 +1)Ri− 1

2(N−1)λ
log

Ci
2 (log

Ci
2 +1)]

)] (8)

∆P=

K(t)∑
i=1

[
∂P

∂ni(Ti)
∆ni(Ti)]

=

K(t)∑
i=1

[(1−
mi(Ti)

N−1
)λ[(logCi

2
+1)Ri−

1

2(N−1)λ
logCi

2 (logCi
2

+1)]

e
−λni(Ti)[(log

Ci
2 +1)Ri− 1

2(N−1)λ
log

Ci
2 (log

Ci
2 +1)] ∗∆ni(Ti)] (9)

The scheduling and drop strategy proposed in this paper
attempts to maximize the delivery ratio. Whenever a given
message i is replicated during a contact, the number of nodes
with message i in the buffer increases by one [∆ni(Ti) = +1];
if no operation is performed on message i, the number of nodes
with message i in the buffer remains unchanged [∆ni(Ti) =
0]; when a copy of message i is dropped from the buffer, the
number of nodes with message i in the buffer decreases by
one [∆ni(Ti) = −1]. Therefore, the priority of message i is
precisely the derivative of the delivery ratio P . We obtain the
following equation for calculating priority:

Ui=(1−
mi(Ti)

N − 1
)λ[(logCi

2
+1)Ri−

1

2(N−1)λ
logCi

2 (logCi
2

+1)]

e
−λni(Ti)[(log

Ci
2 +1)Ri− 1

2(N−1)λ
log

Ci
2 (log

Ci
2 +1)] (10)

Eq. 10 gives us an intuitive feeling regarding the influence
to delivery ratio of message copies number and remaining
TTL, and how these two parameters map to the message
priority. It is worth noticing that the priority calculated by
Eq. 10 is not a simple linear combination, but a complex
function of the message copies number and remaining TTL;
therefore, it leads to a more accurate estimation for message

priority. In most cases, a larger number of message copies
and remaining TTL indicate that the message has a smaller
infection scale, and that these messages should have higher
priority. However, there is a possibility that a message has
both a large number of message copies and a small remaining
TTL - and vice versa. Fortunately, SDSRP can schedule the
message priority through Eq. 10, even in the above situation.
In addition, we can also find that a greater amount of copies
of message i in the network (ni(Ti)) leads to lower priority,
which is actually both natural and reasonable.

Ui=
(1− P (Ti))(P (Ri)− 1) ln(1− P (Ri))

ni(Ti)
(11)

To further discover the insight of Eq. 10, with the help of
Eqs. 5 and 6, the priority of message i can be expressed with
P (Ti) (the probability that message i has been successfully
delivered) and P (Ri) (probability that an undelivered message
i will reach the destination within time Ri) as shown in
Eq. 11. It is easy to find that priority decreases monotonously
with delivered probability when other variables are fixed.
In other words, higher delivered probability leads to lower
priority, which perfectly matches our initial thoughts. Next,
when the P (Ti) and ni(Ti) are fixed, the increase-decrease
characteristic of priority (as shown in the Idealization of Fig. 4)
depends on the derivative of (P (Ri)−1) ln(1−P (Ri)); results
show that when 0≤P (Ri)<1−1/e, Ui increases monotonously
with P (Ri). Otherwise, when 1−1/e≤P (Ri)<1, Ui decreases
monotonously with P (Ri). In the analysis, it is necessary
to assign a higher priority to messages with higher P (Ri)
when the estimated P (Ri) is lower than 1−1/e; this is for the
reason that this approach is helpful for delivering the message.
However, it is not suitable to assign higher priority to messages
with higher P (Ri) when the estimated P (Ri) is larger than
1−1/e. This is mainly due to that messages with higher P (Ri)
can still be delivered even in lower priority. Aiming to trade
off the priority, we assign the highest priority to the messages,
whose P (Ri) equals to 1−1/e (the peak point in Fig. 4).
According to the analysis of Eq. 6, if Eq. 12 is satisfied,
then P (Ri) = 1−1/e. In other words, the messages whose
expected encounter time with the destination equals the sum
of the remaining TTLs are top-priority. Therefore, the priority
used in the paper makes sense.

1

λni(Ti)
=

log
Ci
2∑

k=0

[Ri − kE(Imin)] (12)

According to Taylor expansion (ln(1−x)=−
∞∑
k=1

xk

k ), when

P (Ri) ̸=1, Eq. 11 can also be expressed in polynomial form (as
Eq. 13). With the increase of the terms number k, the priority
calculated by Eq. 13 gradually tends to be idealization; Fig. 4
shows the changing process. We can determine the different
accuracies as required; simultaneously, computation overhead
is also saved through this method.

Ui=

(1− P (Ti))(1− P (Ri))
∞∑

k=1

P (Ri)
k

k

ni(Ti)
(13)



Fig. 5. Data structure and updating process of dropped list.

Based on the priority calculated by Eq. 10, a successful
mapping is established from number of copies (Ci) and re-
maining TTLs (Ri) to priority (Ui). A scheduling decision
which sends the message with the largest priority in advance
can be made. At the same time, a drop strategy which drops the
message with smallest priority can also be implemented. So far,
each node could calculate the priorities of the messages in the
buffer. As a result, nodes could schedule the sending order and
make the drop decision according to the priorities. It is worth
noticing that each node manages its buffer in a distributed
fashion, which indicates that each node just cares about the
priorities in its own buffer. When two nodes encounter with
each other, they simply consider which message to send among
the messages in its buffer and which message to drop when
overflowing occurs. In conclusion, through the above methods,
we achieve a message scheduling and drop strategy on spray
and wait routing protocol.

C. Estimation of mi(Ti) and ni(Ti)

It is obvious that Ui, as illustrated in Eq. 10, is calculable
if and only if mi(Ti) and ni(Ti) are known. A majority of
researchers [12] make a strong assumption that the unknown
parameters can be obtained through the centralized control
channel. However, the mechanism is difficult to implement in
DTNs. According to the definition of di(Ti) in Table I, mi(Ti)
and ni(Ti) can be associated through Eq. 14.

ni(Ti) = mi(Ti) + 1− di(Ti) (14)

The Ui turns to be calculable when mi(Ti) and di(Ti)
can be achieved. In order to accurately estimate di(Ti), every
node maintains a data structure (as shown in Fig. 5) including
Node id, Dropped message list, and Record time to collect
the information regarding dropped messages. We assume that
the size of above data structure could be negligible compared
with the message size. The dropped list contains all dropped
messages, and the record time is the generation time of the
record. When nodes encounter each other, they exchange and
update the records in their own as shown in Fig. 5. It is worth
noticing that only the source node can modify the record time,
which happens if and only if a new drop action occurs in its
buffer. When two nodes with the same records encounter each
other, a simple update action is implemented according to the
record time (updating the record with the nearest record time).
Moreover, nodes reject receiving the message already in their
dropped lists, which avoids duplication of the dropped action.
After a period of time, every node can estimate di(Ti).

t0 t1 t2 t3

E(Imin) E(Imin)

E(Imin)

Fig. 6. Binary spray process to estimate mi(Ti).

The estimation method of mi(Ti) is shown in Fig. 6, which
describes the message transmission process of the Spray and
Wait routing protocol. During the whole process, we record
the time when the message is binary sprayed (i.e., t0 to t3).
Assuming that the current time is t3, we can estimate the
message transmission process of each node as shown in Fig. 6.
Furthermore, we can estimate the value of mi(Ti).

We assume that the current number of copies for message
i is Ci, and the initial number of copies is C, then we can get
the height of the tree: n = logC

/Ci

2 . The solid line in Fig. 6
represents the real transmission process, and the dotted line
represents estimated transmission process. Considering that
messages are binary sprayed after a period of E(Imin), we
get the estimation for mi(Ti) as Eq. 15.

mi(Ti) =

n−1∑
k=1

2
⌊ tn−tk
E(Imin)

⌋
+ 1 (15)

To sum up, we develop an estimation strategy to achieve
mi(Ti) and ni(Ti), furthermore, each node could calculate the
messages’ priorities utilizing the calculation results of mi(Ti)
and ni(Ti). Scheduling and drop decisions in terms of buffer-
management are made according to the priorities. In order
to verify the accuracy of the proposed scheduling and drop
strategy, we conduct simulations based on synthetic and real
traces in ONE. The results show that, compared with other
buffer management strategies, SDSRP achieves higher delivery
ratio, similar average hopcounts, and lower overhead ratio.

IV. PERFORMANCE EVALUATION

A. Simulation Setup

Aiming to demonstrate the performance of the proposed
SDSRP, an Opportunistic Network Environment (ONE) sim-
ulator [24] is employed in this paper. We have carried out
simulations using both the synthetic random-waypoint mobility
pattern and the real-world trace EPFL [23] (i.e., GPS data
of San Francisco taxis). In the former scenario, each node
repeats its own behavior, selecting a destination randomly and
walking along the shortest path to reach the destination. In the
latter dataset, the GPS information of taxis is collected for 30
days, we use the data of the first 200 taxis in this paper (as
shown in Fig. 7). Four buffer management strategies (Spray
and Wait, Spray and Wait-O, Spray and Wait-C and SDSRP)
are implemented in order to compare their performances. Spray
and Wait adopts the FIFO (first in first out) buffer management



TABLE II. SIMULATION PARAMETERS UNDER RANDOM-WAYPOINT
MOBILITY PATTERN

Parameter Random-Waypoint
Simulation Time 18000s
Simulation Area 4500m×3400m

Number of Nodes 100
Moving Speed 2m/s

Transmission Speed 250Kbps
Transmission Range 100m

Buffer Size 2MB,2.5MB,3MB,3.5MB,4MB,4.5MB,5MB
Message Size 0.5MB

Message generation rate [10,15][15,20][20,25]· · · [35,40][40,45][45,50]
TTL 300mins

Initial Copies Number 16,20,24,28,32,36,40,44,48,52,56,60,64

TABLE III. SIMULATION PARAMETERS UNDER REAL-WORLD TRACE
EPFL

Parameter EPFL-Dateset
Simulation Time 18000s

Number of Nodes 200
Transmission Speed 250Kbps
Transmission Range 100m

Buffer Size 2MB,2.5MB,3MB,3.5MB,4MB,4.5MB,5MB
Message Size 0.5MB

Message generation rate [10,15][15,20][20,25]· · · [35,40][40,45][45,50]
TTL 300mins

Initial Copies Number 16,20,24,28,32,36,40,44,48,52,56,60,64

strategy. Spray and Wait-O regards the ratio between the
remaining TTL and initial TTL as the priority. Similarly,
Spray and Wait-C treats the ratio between the current message
copies number and initial copies number as the priority. In
order to reflect the efficiency of proposed buffer management
strategy, we set a small buffer size. The detailed simulation
parameters are given in Table II.

While a range of data is gathered from the simulation,
we take the following three main performance metrics into
consideration.

(1) Delivery ratio, which is the ratio between the number of
messages successfully delivered to the destination and the
total number of messages generated in the network.

(2) Average hopcounts, which is the average number of hops
for the successful message delivery from source to desti-
nation.

(3) Overhead ratio, which is the ratio between the result of
the successfully forwarded message number minus the
successfully delivered message number and successfully
delivered message number.

B. Simulation Results

1) Performance evaluation under random-waypoint mobil-
ity pattern: In the 4500m × 3400m fixed area, we place
100 nodes, whose mobility patterns are random-waypoint.
Moreover, the message generation rate is one message per 25-
35 seconds; we also set the number of initial copies to 32, and
the buffer size to 2.5MB. We vary the initial copies number,
buffer size, and message generation rate to examine their
impacts on delivery ratio, average hopcounts, and overhead
ratio, respectively.

For the first set of simulations, we set buffer size to 2.5MB,
and generation rate to one message every 25-35 seconds. The
trends of delivery ratio, average hopcounts, and overhead ratio
as a function of initial copies number are shown from Fig. 8-(a)
to Fig. 8-(c).

Fig. 7. Real-world movement trace of EPFL.

Fig. 8-(a) shows the changes in delivery ratio over the
initial copies number from 16 to 64. The simulation results
lead us to the conclusion that the delivery ratio of Spray and
Wait-C remains at the lowest level over the period from 16 to
64, compared with other management strategies. Subsequently,
this phenomenon becomes more obvious, especially when
the initial number of copies is small. In the analysis, the
phenomenon is reasonable because a small initial number of
copies results in different messages having almost the same
number of copies. Therefore, the scheduling and drop strategy
is equivalent to the random selection. However, there is a
downward trend in the delivery ratio of Spray and Wait-
O, along with the growth of the initial number of copies.
According to the analysis, the growth of the initial copies
number leads to the occurrence of buffer overflow; in other
words, the buffer size cannot undertake the overhead in DTNs.
In addition, it is worth noticing that the proposed message
scheduling and drop strategy SDSRP appears to have a slightly
upward trend, and it achieves the best performance regarding
delivery ratio. According to the above analysis, we can make a
conclusion that SDSRP does a good job facing different initial
numbers of copies.

Fig. 8-(b) describes the variation trend of average hop-
counts as a function of an initial number of copies. It is easy
for us to get the result that Spray and Wait consumes the most
average hopcounts to deliver a message. Moreover, there is an
upward trend of average hopcounts along with the growth of
the initial copies number on Spray and Wait, and it matches
our understanding. It is worth noticing that Spray and Wait-
C achieves the lowest average hopcounts. It is mainly due to
that messages with fewer copies (more hopcounts) are dropped,
therefore, all the successfully delivered messages have fewer
hopcounts in Spray and Wait-C. However, it is a very pleasant
surprise that SDSRP still achieves better performance regard-
ing average hopcounts, compared with Spray and Wait. It is
mainly caused by the reasonable scheduling and drop strategy.

Fig. 8-(c) provides some important data regarding overhead
ratio performance. Overhead ratio is exploited to measure the
amount of effective links; a higher overhead ratio indicates
fewer effective links. Therefore, it is not difficult to find
that Spray and Wait-C still gets the worst overhead ratio
performance, due to unreasonable buffer management. The
curve shapes of Spray and Wait and Spray and Wait-O are
almost the same. It is worth noticing that SDSRP can achieve
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Fig. 8. Delivery ratio, Average hopcounts, and Overhead ratio as a function of initial number of copies, buffer size, and message generation rate under the
random-waypoint mobility pattern.

the best overhead ratio performance, and the overhead ratio
of SDSRP falls far below that of the other three buffer
management strategies.

For the second group of simulations, we set the initial
number of copies to 32, and the generation rate to one message
per 25-35 seconds. The changes of delivery ratio, average
hopcounts, and overhead ratio as a function of buffer size are
shown in Fig. 8-(d) through Fig. 8-(f) .

Fig. 8-(d) displays the variation of delivery ratio along
with the growth of the buffer size. We can make a conclusion
that there are four kinds of upward trends in varying degrees
regarding delivery ratio. The tendency of Spray and Wait-C
is not obvious. However, there is a significant upward trend
over the buffer size from 2MB to 5MB for SDSRP, Spray and
Wait. This phenomenon indicates that delivery ratio is sensitive
to buffer size, even in a congested network environment.
Compared with other buffer management strategies, SDSRP
still achieves the best performance. According to the Fig. 8-
(e), the change of average hopcounts as a function of buffer

size is shown. As can be seen from the graph, over the buffer
size from 2MB to 5MB, the average hopcounts of the four
buffer management strategies remain level. Moreover, SDSRP
still achieves fewer average hopcounts compared with Spray
and Wait. Fig. 8-(f) provides some important data of overhead
ratio as a function of buffer size. It is worth noticing that there
is a potential relationship between Fig. 8-(c) and Fig. 8-(f) for
the reason that a larger buffer size indicates that more message
copies can be held. Therefore, the curve shapes of Fig. 8-(c)
and Fig. 8-(f) are almost inverse. The overhead ratio of SDSRP
still remains level, and also achieves the best performance.

Next, in the third group of simulations, we set the initial
number of copies to 32, and the buffer size to 2.5MB.
The change trends of delivery ratio, average hopcounts, and
overhead ratio are plotted as a function of message generation
from Fig. 8-(g) to Fig. 8-(i).

Fig. 8-(g) depicts how the delivery ratio varies with the
decrease in message generation rate. The notation 10-15 for the
message generation rate means that a new message is generated
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Fig. 9. Delivery ratio, Average hopcounts, and Overhead ratio as a function of initial number of copies, buffer size, and message generation rate under the
real-world trace EPFL.

every 10 to 15 seconds. Thus, the message generation rate
decreases with the increasing horizontal axis, resulting in a
decrease in congestion. Therefore, there is not a great deal of
difference regarding curve shape between Fig. 8-(g) and Fig. 8-
(d). The results show that SDSRP outperforms the other buffer
management strategies with respect to the delivery ratio regard-
ing different message generation rates. Fig. 8-(h) exhibits the
performance of average hopcounts; it reveals the relationship
between average hopcounts and message generation rate. As
can be seen, message generation rate does not have much
influence on average hopcounts. However, SDSRP appears to
have a significant improvement along with the decrease of
message generation rate; the above phenomenon indicates that
reasonable buffer management effectively utilizes the buffer
space. At last, Fig. 8-(i) illustrates the changing trend of
overhead ratio as a function of message generation rate. The
curve shape is similar with that of Fig. 8-(f); it is natural and
reasonable for the reason that a lower message generation rate
is equivalent to a larger buffer size. SDSRP still outperforms
the other buffer management strategies with respect to the

overhead ratio. To conclude, compared with the other routing
protocols, SDSRP improves the delivery ratio, reduces the av-
erage hopcounts and overhead ratio under a random-waypoint
mobility pattern.

2) Performance evaluation under real-world trace EPFL:
EPFL contains GPS data from the San Francisco taxis acquired
over 30 days, we use the data of the first 200 taxis in this paper.
We plugged the real-world trace of EPFL into ONE to simulate
taxi mobility over the first 18000s.

For the first part of the simulations, we set the buffer
size to 2.5MB, and the generation rate to one message per
25-35 seconds. The variation tendencies of delivery ratio,
average hopcounts, and overhead ratio as a function of initial
copies number are shown from Fig. 9-(a) through Fig. 9-
(c). In contrast to the random-waypoint mobility pattern, the
movement of the taxis in the real trace lacks regularity and
the nodes cannot contact each other as frequently as done in
the random-waypoint mobility pattern. However, SDSRP still
retains a high delivery ratio while the initial number of copies



increases. Thus, it leads us to the conclusion that SDSRP still
gets the best delivery performance, even in the EPFL environ-
ment. In summary, SDSRP does an excellent job in delivery
ratio, average hopcounts, and overhead ratio performances as
a function of initial copies number, respectively. The second
and third groups of simulations are displayed in Fig. 9-(d)
through Fig. 9-(i), which shows the change trends of delivery
ratio, average hopcounts, and overhead ratio along with the
change of buffer size and message generation rate, separately.
It is worth noticing that the curve of Spray and Wait-C in
Fig. 9-(i) is different from the one in Fig. 8-(i). In the random-
waypoint mobility pattern, the nodes have equal encounter
opportunities. Therefore, Spray and Wait-C is equivalent to
random selection when the number of copies is small. So the
message generation rate has little effect on overhead ratio.
However, there is an obvious aggregation phenomenon in the
EPFL environment; with the decrease of message generation
rate, the useless forwardings also decrease. In conclusion, the
scheduling and drop strategy SDSRP effectively solves the
congestion problem of Spray and Wait routing in DTNs. In
conclusion, either in the random-waypoint mobility pattern or
real-world trace EPFL, SDSRP obtains the highest delivery
ratio, similar average hopcounts, and lowest overhead ratio
regarding different initial numbers of copies, buffer sizes, and
message generation rates, compared with Spray and Wait,
Spray and Wait-O, and Spray and Wait-C.

V. CONCLUSION

In DTNs, the probabilistic nodal mobility and interruptible
wireless links lead to nondeterministic and intermittent connec-
tivity. The store-carry-and-forward paradigm is used by most
routing protocols to efficiently deliver messages. However,
due to limited storage space, excessive copies of messages
easily lead to buffer overflowing. Therefore, how to reasonably
allocate network resources becomes significant. In this paper,
aiming to improve the delivery ratio, we present a non-heuristic
message scheduling and drop strategy on the Spray and Wait
routing protocol (SDSRP), which calculates the priority of
each message by evaluating the impact of both replicating and
dropping a message copy on delivery ratio. Simultaneously, it
schedules messages and makes drop decisions according to the
priority. We conduct simulations in ONE under the synthetic
random-waypoint mobility pattern and the real-world trace
EPFL. The simulation results show that, compared with Spray
and Wait, Spray and Wait-O, and Spray and Wait-C, SDSRP
achieves higher delivery ratio, similar average hopcounts, and
a lower overhead ratio.
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