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#### Abstract

Bike-sharing systems usually suffer from out-of-service events due to bike underflow or overflow. We propose to recruit workers to rebalance station loads. We partition the complex rebalancing problem in temporal and spatial domains. The temporal domain is divided into a sequence of slices with a fixed duration. In each slice, we allocate a pair of overflow/underflow stations to a worker such that the cost is minimized, which is NP-hard. A 3-approximation algorithm is proposed. We further investigate the worker shortage case and extend the matching algorithm to consider the number of unsatisfied users. Then, the configuration dynamic in the sequence of slices is captured by determining the rebalancing target for each rebalancing operation. We investigate heuristic approaches to minimize the total number of bike movements. Furthermore, we extend our scheme to dockless BSSs using clustering techniques. We simulate our algorithms on both real-world and synthetic datasets. Experiment results show that our approaches can reduce the average total detour per slice. In worker shortage, considering the number of unsatisfied users could improve the long-term performance of rebalancing. Besides, we find that our scheme could maintain worker satisfaction over multiple time slices, which indicates the sustainability of our rebalancing scheme.
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## 1 Introduction

WITH the boom of the sharing economy, bike-sharing systems (BSSs) have been widely deployed all around the world. [2], [3], [4]. The deployment of BSSs in cities brings benefits to both the environment and the economy. Specifically, it provides easily accessible bikes to the public with an affordable price, which greatly motivates users to ditch their cars for bikes. In addition, benefits brought by the development of BSSs also include financial savings for individuals, reduced congestion and fuel consumption, as well as transport flexibility. To fully extract these attractive benefits brought by the BSSs, the BSS operators need to maintain the sustainability of the system, while it is usually challenging.

The dynamics of user mobility often lead to an unbalanced bike distribution among stations. Fig. 1 illustrates the unbalanced bike distribution. Specifically, overflow stations are full of bikes and users cannot return bikes to these stations. In contrast, underflow stations are lack of bikes and no user could rent bikes. We refer both overflow and underflow stations as Out-of-Service (OoS) stations. Potential BSS users could be missed at these OoS stations. To maintain good user experience, it is necessary for BSS operators to rebalance the bike distribution by moving bikes from overflow stations to underflow stations.

The user-based rebalancing scheme has been deployed in some cities. For example, in the NYC Citibike system, a project named Bike Angels ${ }^{1}$ has been launched. In this
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Fig. 1. A bike rebalancing scenario.
project, users would be rewarded points if they ride bikes from overflow stations to underflow stations indicated by the system operator. The points they gather could be redeemed as free rides or gift cards. An analysis on the Bike Angels project [5] has shown that the user-based rebalancing scheme is efficient and could be further optimized. In addition, compared with truck-based approaches, user-based approaches have several advantages. Truck-based rebalancing could only be implemented a few times per day, while userbased approaches are more flexible. Case studies on NYC and SF in Section 9 show the user-based approaches are usually more cost-efficient. Besides, user-based approaches are more environmental-friendly. However, existing researches about the user-based rebalancing mainly focus on designing incentive mechanism or pricing strategy. Little attention has been made on the assignment problem arises in the userbased rebalancing scheme.

In this paper, a rebalancing scheme that recruiting workers to rebalance the BSS across spatial and temporal domains is proposed. Our scheme would determine the rebalancing target, which is the number of bikes to move in or out, for each station and recruit workers to rent or return bikes
from overflow stations to underflow stations. Besides, we propose to optimize worker assignments. We start from a simplified case where the number of available workers is sufficient to move all bikes indicated by rebalancing targets. Our objective is to minimize their overall detour distance. Then, we analyze the rebalancing problem with the worker shortage and jointly consider the worker detour and the number of unsatisfied users. Furthermore, we propose a worker satisfaction model to evaluate the number of available workers. Both worker detours and weather conditions are considered in the model.

Because of the complex user dynamics in spatial and temporal domains, the rebalancing is decoupled into a sequence of slices with a fixed duration in the temporal domain. For each time slice, the BSS operator would set rebalancing targets for overflow and underflow stations. In the spatial domain, the rebalancing scheme recruits workers and assigns a pair of overflow and underflow stations to each worker.Formally, we formulate the Worker Assignment Problem (WAP) for the spatial domain, and the Configuration Design Problem (CDP) for the temporal domain. Given the rebalancing targets for a fixed time slice and the sources and destinations of workers, the WAP aims to assign a pair of overflow and underflow stations to each worker to minimize the detour cost of all workers when the number of workers is sufficient. For the worker shortage case, the number of unsatisfied users is jointly considered with the detour distance. Besides, the CDP is formulated to find rebalancing targets for multiple slices to minimize the number of workers needed for rebalancing. Our scheme only moves bikes between stations without considering bike supplement or retirement, i.e., the total number of bikes moved in and out should be the same.

Decoupling the spatial and temporal domains in this way not only helps us handle the complex user dynamics, but also could maintain worker satisfaction. Specifically, minimizing the worker detour distance improves the worker satisfaction, which could further help attract more workers to participate in rebalancing. With more possible workers, the minimum overall detour cost could be reduced since the solution space is enlarged and there are more potential combinations to investigate. A smaller detour cost would further improve the worker satisfaction, and it forms a positive feedback loop on the worker satisfaction.

Although the rebalancing is decoupled in spatial and temporal domains, designing such a scheme is challenging. Specifically, the WAP in the spatial domain could be reduced from a 3D matching problem (i.e., matching among workers, rent stations, and return stations) which is NP-hard. In the temporal domain, it is hard to decide the number of time slices that the system should look ahead, even if the future user demands can be precisely predicted. It seems that choosing more time slices to look ahead leads to a better performance, while we find it is not true in some cases.

To solve the WAP, we propose a 3 -approximation algorithm for the case where the number of workers is sufficient. Generally, our algorithm consists of two rounds of matching. It first finds the optimal match between rent and return stations, and then matches workers to paired stations. For the worker shortage case, we propose a utility function that jointly describes the worker detour distance
and the expected number of unsatisfied users. A matching algorithm is proposed to iteratively improve the overall utility function value until it converges to a local optimal. As for the CDP, we investigate two heuristic approaches that consider different rebalance frequency granularities. One considers a fixed number of slices when deciding targets. The other one is inspired by [3] which greedily chooses the number of time slices to look ahead.

Our main contributions are summarized as follows:

- We propose a bike rebalancing scheme by recruiting workers. The temporal-spatial rebalancing problem is decoupled into WAP in the spatial domain and CDP in the temporal domain.
- A 3-approximation algorithm is proposed to solve the WAP, along with two heuristics for the CDP.
- We investigate the impact of worker shortages. It introduces worker-station dependencies to the matching. A two-sided-matching-based algorithm is proposed to deal with the externality.
- We further investigate the evolution of worker satisfaction during the rebalancing, and show that our scheme could maintain the worker satisfaction.
- We also extend our scheme for dockless BSSs by introducing virtual stations. The virtual stations are generated by applying clustering techniques.
- We use both real-world and synthetic datasets to simulate our scheme. Besides comparing the performances of our algorithms with previous approaches, we perform the cost-efficiency analysis of our scheme. Compared with truck-based rebalancing, recruiting workers is more cost-efficient.


## 2 Related Work

Problems in bike sharing include user demand prediction [4], [6], [7], [8], [9], [10] , rebalancing strategies [3], [11], [12], [13], [14], station location optimization [15], [16], bike lane planning [17], and suggestion for users' journeys [18], [19].

### 2.1 Demand prediction

The success of our scheme strongly relies on the precise prediction of user demands. Researches on demand prediction can be categorized as station level prediction and cluster level prediction. The earlier prediction approach focuses on predicting the bike usage at each station, such as [6], [7]. However, it may not always generate an accurate prediction [8]. Clustering similar stations is one way to address this problem. For example, Li et al. [8] proposed a hierarchical model that clusters stations based on location and transition patterns first, and then predicts the demand of each cluster. Chen et al. [9] further proposed to consider opportunistic contextual factors such as social and traffic events. Du et al. [10] used a density-peak based clustering algorithm to discover virtual stations and adapted a convolutional neural network to predict the demands. By utilizing demand prediction, our approach aims to optimize the worker assignment during rebalancing.


Fig. 2. An overview of our bike rebalancing scheme.

### 2.2 Rebalancing strategy design

Two major approaches in the design of rebalancing strategies for BSSs are truck-based approaches [3], [20], [21], [22], [23] and user-based approaches [13], [24], [25], [26].

In the truck-based approach, a fleet of trucks is hired to transport bikes between overflow and underflow stations. In static models, the target inventory level for stations is constant. Liu et al. [3] proposed a method that first clusters stations according to station locations and status, and assigns a truck to each cluster. The truck routing is modeled as an integer programming problem. For dynamic bike reposition, Li et al. [20] proposed a reinforcement-learning model to learn an inner-cluster reposition policy. Truckbased rebalancing strategies cannot be directly applied to our problem since each worker can only carry one bike at a time while trucks can carry multiple bikes during rebalancing and trucks need to route among all OoS stations.

The existing truck-based approaches have several shortcomings. Firstly, in a truck-based approach, the rebalancing is usually implemented at certain times during the day, and the bike inventory among stations cannot be adjusted in real time. It costs a significantly long time (usually several hours) for a truck to route among stations. In contrast, workers could finish rebalancing within a short time, since they move bikes simultaneously. Secondly, hiring a fleet of trucks is associated with considerable costs and is environmentally unfriendly. During rebalancing, trucks are routing among overflow and underflow stations. Note that trucks have a capacity limitation, which introduces additional detour distances for truck routing. Optimizing the truck routing problem with these delivery constraints is NP-hard [23]. Not to mention, the cost of fuel, recruiting drivers, and maintaining or renting trucks is also considerable. The workerbased approach is more environmentally friendly and costefficient. The cost-effectiveness is analyzed in Section 9.

In the user-based approach, the BSS operator offers users monetary incentives and motivates them to rent/return bikes at certain stations [13], [24]. It is expected to achieve a self-balanced system to improve the overall service level by controlling the user's dynamics. Designing the pricing mechanism is challenging since the user cost is unknown. Waserhole [24] presented a dynamic pricing mechanism

TABLE 1
Table of Notations

| Notations | Description |
| :--- | :--- |
| $W, S, D$ | the set of workers, their sources, and destinations |
| $w, s_{w}, d_{w}$ | a worker and his/her source, and destination |
| $B, N, P$ | the set of bike stations, rent, and return stations |
| $b, n, p$ | a bike station, a rent station, and a return station |
| $\eta_{b}$ | the capacity of station $b$ |
| $\boldsymbol{\eta}_{B}$ | the capacity vector for all stations in $B$ |
| $T, t$ | the set of time slices, and a time slice |
| $\phi_{b}(t)$, | the state of station $b$ at the beginning of slice $t$ |
| $\tau_{b}(t), \rho_{b}(t)$ | the demand and rebalancing target of $b$ during $t$ |
| $\boldsymbol{\tau}_{B}(t), \boldsymbol{\rho}_{B}(t)$ | the demand and rebalancing target vector of B |

that incentivizes users to redistribute bikes by providing alternate rental prices. Singla et al. [13] proposed a crowdsourcing pricing mechanism to incentivize users based on the multi-armed bandit model. However, these approaches do not consider the spatial imbalance of BSS. Pan et al. [25] studied the pricing strategy for dockless bike sharing systems and proposed a deep reinforcement learning algorithm for deciding the incentive price. Although [25] divided the continuous map space into discrete regions, they did not consider the capacity limitation of each region. However, in a docked bike sharing system, each station has such a limitation. Hence, we cannot directly apply their rebalancing strategy to our problem. Besides, none of them considers the worker satisfaction, while our scheme could improve the worker satisfaction.

### 2.3 3D matching

A maximum 3D matching problem (unweighted) is a special case of a 3-set packing problem [27]. In the $k$-set packing problem, we are given a family of sets of size at most $k$, and the goal is to find a maximum size subfamily of pairwise disjoint sets. The best known polynomial time approximation ratio for $k$-Set Packing is $(k+1+\epsilon) / 3$ [27]. As for the weighted version of $k$-set packing problem, Arkin et. al. [28] introduced a $(k-1+\epsilon)$-approximation algorithm based on local search. Chandra et. al. improved it to $(2 k+2+\epsilon) / 3-$ approximation in [29]. Then, Berman further improved it to $(k+1+\epsilon) / 2$-approximation in [30]. These algorithms are all based on local search.

## 3 System Model

In our work, we propose to rebalance the BSS by recruiting workers. The overview of our rebalancing scheme is shown in Fig. 2. Specifically, the BSS operator conducts several rounds of rebalancing among bike stations at predefined time intervals during the rebalancing period. In each round of rebalancing, the operator recruits a set of workers. Each worker can ride one bike from the overflow station to the underflow station assigned by the system. For multiple rounds of rebalancing, the operator needs to set rebalancing targets, i.e. the number of bikes to move in or out at stations, for each time slice. The rebalancing targets are decided based on states and demands of stations in the BSS.

In each round of rebalancing, the BSS operator needs to gather sources and destinations of workers, before it can generate an assignment for each worker. The worker


Fig. 3. An illustration of the assignment graph.
assignment is studied over the spatial domain. A worker is denoted by $w$, and the worker set is denoted by $W$. Each worker has his/her source $s_{w}$ and destination $d_{w}$. The sets of $s_{w}$ and $d_{w}$ are denoted by $S=\left\{s_{w} \mid w \in W\right\}$ and $D=\left\{d_{w} \mid w \in W\right\}$, respectively. A bike station is denoted by $b$, and the set of bike stations is denoted by $B$. The number of bike stations is $|B|$, where $|\cdot|$ represents the cardinality of a set. Each station $b$ has a capacity $\eta_{b}$ and can store at most $\eta_{b}$ bikes. Capacities of different stations can be different.

For multiple rounds of rebalancing, the states and user demand predictions for bike stations are necessary. The set of time slices is denoted by $T$, and each time slice is $t \in T$. The state of station $b$ for slice $t$ is defined as the number of on-dock bikes at the beginning of each time slice $t$, and it is a non-negative integer denoted by $\phi_{b}(t)$. The user demand of station $b$ during the time slice $t$ is an integer denoted by $\tau_{b}(t)$. It can be precisely predicted based on history bike rental information. The demand prediction problem has been well studied, such as the predictors proposed in [3], [9]. Note that the demand $\tau_{b}(t)$ can be either positive or negative. A positive demand means that more bikes are returned to the station and the number of on-dock bikes increases during time slice $t$. A negative demand has the opposite meaning.

Based on the state and demand information, the operator can determine a rebalancing target $\rho_{b}(t)$ for each station $b$ during $t$. A positive $\rho_{b}(t)$ means that the station $b$ needs $\rho_{b}(t)$ bikes, and a negative $\rho_{b}(t)$ means $\left|\rho_{b}(t)\right|$ bikes shall be removed from the station. $\sum_{b \in B} \rho_{b}(t)$ should be 0 since the rebalancing operation does not affect the number of bikes in the system. In each time slice $t$, bike stations with negative targets can form a rent station set $N$, and stations with positive targets can form a return station set $P$. Formally, $N=\left\{b \in B \mid \rho_{b}(t)<0\right\}$ and $P=\left\{b \in B \mid \rho_{b}(t)>0\right\}$. Elements in sets $N$ and $P$ are denoted as $n$ and $p$, respectively.

In the paper, we assume the number of workers who can be recruited is large enough. If not, the BSS operator could use trucks for rebalancing. Truck-based rebalancing strategies are reviewed in section 2 . After recruiting a sufficient amount of workers, the operator needs to determine a rebalancing assignment $(w, n, p) \in W \times N \times P$ for each worker, meaning that the worker $w$ should rent a bike from station $n$ and return it to station $p$. The corresponding detour distance of worker $w$ is denoted by a real number $\delta_{w}$. Formally, $\delta_{w}=\operatorname{dis}\left(s_{w}, n\right)+\operatorname{dis}(n, p)+\operatorname{dis}\left(p, d_{w}\right)-\operatorname{dis}\left(s_{w}, d_{w}\right)$, where $\operatorname{dis}(\cdot, \cdot)$ is the distance function used to calculate the geographical distance between two locations.

The assignment for workers is modeled by the assignment graph $G=(V, E)$ shown in Fig. 3. The vertex set is constructed by workers' sources, destinations, and bike


Fig. 4. Station state evolution in discretized time.
stations, i.e. $V=S \cup N \cup P \cup D$. The directed weighted edges have three types, including edges from $S$ to $N$, edges from $N$ to $P$, and edges from $P$ to $N$. Formally, $E=(S \times N) \cup(N \times P) \cup(P \times D)$. We use the function $e: V^{2} \mapsto \mathbb{R}$ to denote the edge weights. The weight is quantified by the geographical distance. For example, the weight of an edge from $s_{w}$ to $n$ is the the corresponding distance, i.e., $e\left(s_{w}, n\right)=\operatorname{dis}\left(s_{w}, n\right)$. A flow from $s_{w}$ to $d_{w}$ is equivalent to an assignment for $w$. The sum weight of edges on the flow is $w^{\prime}$ s moving distance, and is used to quantify $w^{\prime}$ s detour since the distance between $s_{w}$ and $d_{w}$ is constant.

The time evolution of the state of a station is modeled by discretized time series. As shown in Fig. 4, the state $\phi_{b}(t+1)$ is determined by the state $\phi_{b}(t)$, the demand $\tau_{b}(t)$, and the rebalance operation $\rho_{b}(t)$ during time slice $t$. Formally, $\phi_{b}(t+$ $1)=\phi_{b}(t)+\tau_{b}(t)+\rho_{b}(t)$. Without the rebalancing operation $\rho_{b}(t)$, an OoS event may occur- either an overflow event with $\phi_{b}\left(t^{\prime}\right)>\eta_{b}$, or an underflow event with $\phi_{b}\left(t^{\prime}\right)<0$.

## 4 Problem Formulation and Analysis

### 4.1 Worker assignment problem

In a fixed time slice, we propose the Worker Assignment Problem (WAP). Given rebalancing targets of stations, sources and destinations of the workers, the WAP aims to find out an optimal assignment for workers that minimizes their overall detours when workers are moving bikes between stations. The WAP can be seen as finding a minimum cost flow from $S$ to $D$. Based on the assignment graph, an assignment for worker $w$ is equivalent to a flow from $s_{w}$ to $d_{w}$. As shown in Fig. 3, a flow from $s_{w}$ to $d_{w}$ passing through a node $n$ and a node $p$ represents a worker $w$ renting a bike from $n$ and returning to $p$. Our WAP problem is to minimize the total cost of the $k$ flows. We use $f(\cdot, \cdot)$ to denote the flow rate, which is an integer, between two vertices.

This problem can be formulated by an Integer Programming model, which can be described as:

$$
\begin{align*}
& \min \sum_{W, N, P} f\left(s_{w}, n\right) e\left(s_{w}, n\right)+f(n, p) e(n, p)+f\left(p, d_{w}\right) e\left(p, d_{w}\right) \\
& \text { s.t. } \sum_{N} f\left(s_{w}, n\right)=1, \sum_{P} f\left(p, d_{w}\right)=1, \forall w \in W  \tag{1}\\
& \quad \sum_{W} f\left(s_{w}, n\right)=\left|\rho_{n}\right|, \sum_{W} f\left(p, d_{w}\right)=\left|\rho_{p}\right|, \forall n \in N, p \in P  \tag{2}\\
& f(n, p)=\sum_{W}\left(f\left(s_{w}, n\right) \cdot f\left(p, d_{w}\right)\right), \forall n \in N, p \in P  \tag{3}\\
& \quad f\left(s_{w}, n\right), f\left(p, d_{w}\right) \in\{0,1\}, f(n, p) \in \mathbb{N} \tag{4}
\end{align*}
$$

Our objective is to minimize the total weight of the flow. For the WAP in a Euclidean plane, it is the overall detour
distances. In a more general version, which is denoted as the general WAP, the edge weight could be any kind of detour cost, such as traveling time. Eq. (1) is the assignment constraint, which means that each worker should be assigned to a rent station in $N$ and a return station in $P$. Eq. (2) is the target constraint. It means that each station's positive or negative targets should be satisfied. Eq. (3) is the consistency constraint. If there is a flow from $s_{w}$ to $n$ and from $p$ to $d_{w}$ (i.e., the worker $w$ rents a bike from $n$ and returns to $p$ ), there should be a flow from $n$ to $p$. Eq. (4) is the flow-rate constraint. The rates of flows from $S$ to $N$ and flows from $P$ to $D$ can be either 0 or 1 . The rates of flows from $N$ to $P$ should be a non-negative integer.

### 4.2 Configuration design problem

In this subsection, we formulate the Configuration Design Problem (CDP) for multiple time slices. Given the demand prediction of each time slice, CDP aims to design a set of rebalancing targets which can minimize the number of bike movements over multiple time slices. We choose this objective as an effort to minimize workers' total detour over multiple slices. Formally, given the initial state vector $\phi_{B}(0)$ and the demand vectors $\tau_{B}(t)$ for all time slices $t \in T$, the objective is to find the rebalancing target vector $\rho_{B}(t)$ for each time slice $t$, and minimize the total amount of moved bikes. Note that our rebalancing scheme could be implemented as a complementary of truck-based rebalancing. System operators can easily split the demand of each station into two parts: one for truck-based rebalancing schemes such as [23] and one for the worker-based approach.

$$
\begin{array}{ll}
\min & \sum_{t \in T} \sum_{b \in B}\left|\rho_{b}(t)\right| \\
\text { s.t. } & \nu_{b} \leq \phi_{b}(t) \leq \eta_{b}-\nu_{b}, \forall b \in B, \forall t \in T \\
& \sum_{b \in B} \rho_{b}(t)=0, \forall t \in T \\
& \rho_{b}(t) \in \mathbb{N}, \forall b \in B, \forall t \in T \tag{7}
\end{array}
$$

Note that $\sum_{t \in T} \sum_{b \in B}\left|\rho_{b}(t)\right|$ is actually twice the number of moved bikes, since moving a bike from a rent station to a return station can simultaneously fulfill a positive target and a negative target. Eq. (5) is the capacity constraint. Considering the predicted demand of each station may slightly differ from the actual demand, we set safety margins $\nu_{b}<\eta_{b} / 2$ for stations $b \in B$. A station is treated as an underflow (or overflow station) if the number of bikes at the station is lower than $\nu_{b}$ (or higher than $\eta_{b}-\nu_{b}$ ). Eq. (6) is the matching constraint which requires the sum of rebalancing targets among all stations at each time slice to be 0 . This is because the total number of bikes should remain unchanged during rebalancing. Eq. (7) indicates that rebalancing targets are non-negative integers.

### 4.3 Problem hardness

Theorem 1. The general WAP for a time slice is NP-hard.
Proof: The proof shows that our optimization problem can be reduced from a weighted 3D matching problem. The decision problem of 3D matching is known to be one of Karp's 21 NP-complete problems [31], and the weighted 3D matching problem belongs to the NP-hard problem class.

(a) Matching between stations

(b) Matching between workers and station pairs

Fig. 5. Procedures of the Two-Round Matching algorithm.

The general WAP can be reduced from a maximum 3D matching problem if we let tripartite sets denote the set $W, P$, and $N$. A 3D matching $M$ with $|M|=|W|$ is a legal assignment for bike rebalancing. That is, a triple $(w, n, p)$ in $M$ represents that worker $w$ should move a bike from station $n$ to station $p$. The weight of each triple is equal to a large positive constant minus the cost of the corresponding journey (i.e. the sum of the costs from $s_{w}$ to $n$, then to $p$, and finally to $d_{w}$ ). A maximum matching maximizes the sum of negations of journey costs. Therefore, it minimizes the sum of journey costs. The assignment is optimal for workers because it minimizes workers' total detour costs. An instance of the maximum 3D matching is thus corresponding to an instance of the general WAP.

## 5 Fixed Time Slice Optimization

### 5.1 Two-Round Matching algorithm

In this section, we introduce a 3-approximation algorithm to solve the WAP in a Euclidean plane. Our algorithm is based on two stages of matchings. In the Two-Round Matching (TRM) algorithm, we first apply the weighted bipartite matching algorithm on the bipartite graph constructed by $N$ and $P$. The procedure of the first round of matching is shown in Algorithm 1. Lines 1-4 in the algorithm are to construct the bipartite matching graph. In the weighted matching algorithm, a vertex can only be matched once. Therefore, we duplicate the stations based on their rebalancing targets to guarantee that the target of each vertex in set $N$ (or $P$ ) is -1 (or 1 ). The vertex set is initialized in line 5 and the edge set is initialized in lines 6-7. We apply weighted matching on the bipartite graph in line 8. Notice that the weighted matching algorithms are designed for maximization. To find the non-zero minimum perfect matching, we modify the edge weight when using the maximum weighted matching algorithm. The modified weight is calculated by subtracting the original weight from a large number. It is $e^{\prime}=L C-e$, where $L C$ is a large constant number and $e^{\prime}$ is the modified edge weight.

The second round of matching generates the assignments for workers, which is also a bipartite matching problem. We construct another bipartite graph where one part of the graph represents workers $W$ and the other part represents rent/return station pairs $N \times P$. The weighted edge between a worker $w$ and a combination $(n, p)$ equals the total moving distance of $w$ if he/she rents a bike at station $n$ and returns it at $p$. Notice that we use the workers' total moving distance instead of their overall detour as the edge

```
Algorithm 1 Two-Round Matching Algorithm - Stage 1
Input: positive station set \(P\) as well as the corresponding
    demand set \(\left\{\rho_{P}\right\}\), and negative station set \(N\) as well as
    the corresponding demands \(\left\{\rho_{N}\right\}\)
Output: rent/return station pairs which are used for
    worker allocation in the next stage
    for each \(n \in N\) and \(\rho_{n}<-1\) do
        Copy station \(n\left(\left|\rho_{n}\right|-1\right)\) times in \(N\).
    for each \(p \in P\) and \(\rho_{p}>1\) do
        Copy station \(p\left(\rho_{p}-1\right)\) times in \(P\).
    \(V \leftarrow N \cup p, E \leftarrow \emptyset\)
    for \(n \in N, p \in P\) do
        \(E \leftarrow E \cup(n, p), e(n, p) \leftarrow \operatorname{dis}(n, p)\)
    \(X \leftarrow\) min-cost perfect matching of \(G(V, E)\).
    return \(X\) as the rent/return station pair
```

weight. Actually, the detour reaches the minimum when the total moving distance is minimized, because the total length of workers' original journeys is constant. The procedure of the second round of matching is shown in Algorithm 2. Line 1 initializes the vertex set $V^{\prime}=W \cup X$ and edge set $E^{\prime}=\emptyset$. The weight edges are added to $E$ in lines 2-3. Similarly, as in Algorithm 1, we modify the edge weights and apply the maximum weighted matching algorithm in line 5. Finally, an edge set $M$ is calculated, and it constitutes the assignments for workers. The workers' overall moving distance is the sum weight of edges in $M$, and is denoted by $\|M\|$.
Theorem 2. The TRM is a 3-approximation algorithm for the WAP in the Euclidean space.
Proof: The calculation of the 3-approximation ratio is based on the triangle inequality and the optimality of each matching stage of TRM. For each negative station $n \in N$, there is a corresponding positive station $p \in P$ which is assigned in the first round of TRM. In addition, the station pair $(n, p)$ is matched to a worker $w$ with source $s_{w}$ and destination $d_{w}$ in the second round of TRM. We assume that in the optimal solution, the station $n$ should be paired with station $p^{*}$, and the station pair $\left(n, p^{*}\right)$ should be balanced by the worker $w^{*}$ whose source and destination are $s_{w}^{*}$ and $d_{w}^{*}$ respectively. The relation among these nodes is shown in Fig. 6, which is a geometric graph in the Euclidean space. The total moving distance of workers generated by our algorithm is $\sum_{n \in N}\left(\operatorname{dis}\left(s_{w}, n\right)+\operatorname{dis}(n, p)+\operatorname{dis}\left(p, d_{w}\right)\right)$, and the optimal value is $\sum_{n \in N}\left(\operatorname{dis}\left(s_{w}^{*}, n\right)+\operatorname{dis}\left(n, p^{*}\right)+\operatorname{dis}\left(p^{*}, d_{w}^{*}\right)\right)$.

Based on the triangle inequality, we can conclude that $\operatorname{dis}\left(p, p^{*}\right) \leq \operatorname{dis}(n, p)+\operatorname{dis}\left(n, p^{*}\right)$ and $\operatorname{dis}\left(p, d_{w}^{*}\right) \leq$ $\operatorname{dis}\left(p, p^{*}\right)+\operatorname{dis}\left(p^{*}, d_{w}^{*}\right)$ for each $n \in N$. According to the optimality of the first round of matching, we can conclude that $\sum_{n \in N} d i s(n, p) \leq \sum_{n \in N} d i s\left(n, p^{*}\right)$. Besides, the optimality of the second round of matching guarantees that $\sum_{n \in N}\left(\operatorname{dis}\left(s_{w}, n\right)+\operatorname{dis}\left(p, d_{w}\right)\right) \leq \sum_{n \in N}\left(\operatorname{dis}\left(s_{w}^{*}, n\right)+\right.$ $\left.\operatorname{dis}\left(p, d_{w}^{*}\right)\right)$. Combining these inequity relationships:

$$
\begin{aligned}
& \sum_{n \in N}\left(\operatorname{dis}\left(s_{w}, n\right)+\operatorname{dis}\left(p, d_{w}\right)\right) \leq \sum_{n \in N}\left(\operatorname{dis}\left(s_{w}^{*}, n\right)+\operatorname{dis}\left(p, d_{w}^{*}\right)\right) \\
& \leq \sum_{n \in N}\left(\operatorname{dis}\left(s_{w}^{*}, n\right)+\operatorname{dis}\left(p, p^{*}\right)+\operatorname{dis}\left(p^{*}, d_{w}^{*}\right)\right) \\
& \leq \sum_{n \in N}\left(\operatorname{dis}\left(s_{w}^{*}, n\right)+\operatorname{dis}(n, p)+\operatorname{dis}\left(n, p^{*}\right)+\operatorname{dis}\left(p^{*}, d_{w}^{*}\right)\right)
\end{aligned}
$$

```
Algorithm 2 Two Round Matching Algorithm - Stage 2
Input: worker set \(W\), rent/return station pair set \(X\)
Output: rent and return allocation for each user, and work-
    ers' total travel distance \(C\)
    \(V^{\prime} \leftarrow W \cup X, E^{\prime} \leftarrow \emptyset\)
    for \(w \in W,(n, p) \in X\) do
        \(E^{\prime}=E^{\prime} \cup(w,(n, p))\),
        \(e(w,(n, p)) \leftarrow \operatorname{dis}\left(s_{w}, n\right)+\operatorname{dis}(n, p)+\operatorname{dis}\left(p, d_{w}\right)\)
    \(M \leftarrow\) min-cost perfect matching of \(G^{\prime}\left(V^{\prime}, E^{\prime}\right)\).
    return \(M\) as the rent and return allocation for workers,
    and \(\|M\|\) as workers' total travel distance.
```



Fig. 6. The relation between the TRM assignment and the OPT.

$$
\leq \sum_{n \in N}\left(\left(\operatorname{dis}\left(s_{w}^{*}, n\right)+2 \operatorname{dis}\left(n, p^{*}\right)+\operatorname{dis}\left(p^{*}, d_{w}^{*}\right)\right)\right.
$$

Therefore,

$$
\begin{aligned}
& \sum_{n \in N}\left(\operatorname{dis}\left(s_{w}, n\right)+\operatorname{dis}(n, p)+\operatorname{dis}\left(p, d_{w}\right)\right) \\
& =\sum_{n \in N}\left(\operatorname{dis}\left(s_{w}, n\right)+\operatorname{dis}\left(p, d_{w}\right)\right)+\sum_{n \in N} \operatorname{dis}(n, p) \\
& \leq \sum_{n \in N}\left(\left(\operatorname{dis}\left(s_{w}^{*}, n\right)+2 \operatorname{dis}\left(n, p^{*}\right)+\operatorname{dis}\left(p^{*}, d_{w}^{*}\right)\right)+\sum_{n \in N} \operatorname{dis}\left(n, p^{*}\right)\right. \\
& \leq 3 \sum_{n \in N}\left(\operatorname{dis}\left(s_{w}^{*}, n\right)+\operatorname{dis}\left(n, p^{*}\right)+\operatorname{dis}\left(p^{*}, d_{w}^{*}\right)\right)=3 O P T
\end{aligned}
$$

The 3-approximation holds.

## 6 MULTIPLE-SLICE OPTIMIZATION

## $6.1 k$-slice greedy algorithm

For CDP, we focus on the multiple-time-slice optimization. Firstly, we introduce a heuristic greedy algorithm: $k$-slice Greedy Algorithm ( $k \mathrm{GA}$ ). The idea is to look ahead $k$ time slices, and find a proper rebalancing target for the following $k$ time slices, where $k$ is constant and is set by the BSS operator. The operator conducts a round of rebalancing for every $k$ time slices. Recall that a proper target should minimize the number of bikes needed to move, and the sum of targets for all stations should be 0 . In $k \mathrm{GA}$, we firstly choose the target for each station greedily, and then check the sum of the chosen targets over all stations.

The procedures of $k \mathrm{GA}$ are illustrated in Algorithm 3. We first calculate the range of the feasible rebalancing target for each station. The largest value in the range for station $b$ is denoted by $\alpha_{b}$. A positive $\alpha_{b}$ means that at most, $\alpha_{b}$ bikes can be moved into $b$ within the following $k$ time slices. The smallest value in the range is denoted by $\beta_{b}$, and a negative $\beta_{b}$ means at most $\left|\beta_{b}\right|$ bikes can be removed from $b$. If $\alpha_{b}<0$, the station $b$ will face overflow events in the following $k$ slices and have to remove bikes beforehand. In contrast, $\beta_{b}>0$ has the opposite meaning.

```
Algorithm \(3 k\)-slice Greedy Algorithm.
Input: station capacity vector \(\boldsymbol{\eta}_{B}\), current station state
    vector \(\boldsymbol{\phi}_{B}\left(t_{0}\right)\), the demand prediction \(\left\{\boldsymbol{\tau}_{B}(t)\right\}\left(t_{0} \leq t \leq\right.\)
    \(\left.t_{0}+k\right)\) of following time slices
Output: rebalancing target vector \(\boldsymbol{\rho}_{B}\left(t_{0}\right)\)
    \(\alpha_{b} \leftarrow \eta_{b}-\left(\phi_{b}\left(t_{0}\right)+\max \left[\sum_{l=t_{0}}^{t_{0}} \tau_{b}(l), \cdots, \sum_{l=t_{0}}^{t_{0}+k} \tau_{b}(l)\right]\right), \beta_{b} \leftarrow\)
    \(0-\left(\phi_{b}\left(t_{0}\right)+\min \left[\sum_{l=t_{0}}^{t_{0}} \tau_{b}(l), \cdots, \sum_{l=t_{0}}^{t_{0}+k} \tau_{b}(l)\right]\right), \forall b \in B\)
    positive target vector \(\boldsymbol{\rho}_{+} \leftarrow\) find \(\left(\boldsymbol{\beta}_{B}>0\right)\), negative
    target vector \(\boldsymbol{\rho}_{-} \leftarrow\) find \(\left(\boldsymbol{\alpha}_{B}<0\right), \boldsymbol{\rho} \leftarrow \boldsymbol{\rho}_{-}+\boldsymbol{\rho}_{+}\)
    if \(\operatorname{sum}\left(\boldsymbol{\rho}_{+}, \boldsymbol{\rho}_{-}\right)>0\) then
        Iteratively decrease \(\rho_{b}, \arg \min _{b}\left(\boldsymbol{\beta}_{B}\right)\) (use final state
        to break tie) by 1 , until \(\operatorname{sum}\left(\boldsymbol{\rho}_{+}, \rho_{-}\right)=0\)
    else if \(\operatorname{sum}\left(\rho_{+}, \rho_{-}\right)<0\) then
        Iteratively increase \(\rho_{b}, \arg \max _{b}\left(\boldsymbol{\alpha}_{B}\right)\) by 1 , until
        \(\operatorname{sum}\left(\boldsymbol{\rho}_{+}, \boldsymbol{\rho}_{-}\right)=0\)
    return \(\rho_{B}\left(t_{0}\right)\) as the rebalance target vector
```


### 6.2 Greedily look-ahead algorithm

Besides manually defining $k$ for $k \mathrm{GA}$, we can also design a greedy algorithm to automatically select the largest $k$. Following this approach, we propose another target setting algorithm: Greedily Look-ahead Algorithm (GLA).

The procedures of the GLA are illustrated in Algorithm 4. The survival time (i.e., the time duration before OoS events occur) of a station is related to the rebalancing target. In line 1, GLA tests the survival time of each station $b$ under all possible rebalancing targets, and stores the longest one, which is denoted by $T_{b}$. In line 2 , the GLA sets $k$ as the minimum $T_{b}, \forall b \in B$. Unfeasible situations may occur if $k$ is large. To deal with this case, the GLA repeatedly decreases $k$ by 1 and then calls $k \mathrm{GA}$ until a feasible target is found.

It seems looking up more time slices (i.e. larger $k$ ) can generate better results in terms of the total moved bikes in a day. However, this is not the case, since the greedy algorithm cannot generate an optimal substructure in our problem.

It is more clear to demonstrate the difference between GLA and $k$ GA by using a time-space view from the classic distributed system [32]. Fig. 7(a) shows an example that choosing a larger $k$ in $k \mathrm{GA}$ could achieve a better performance in the temporal domain optimization. In the figure, the slanted arrow line corresponds to a bike re-balancing event between stations. Each slice corresponds to a time period and two slices are separated by a vertical dotted line. Rent (return) event at a station is represented by a short outward (inward) vertical arrow. For simplicity, all bike movements are completed in a time slice. The initial state of three stations is $(1,2,3)$. The user demand at $t$ is $(-2,0,0)$. To avoid OoS stations, either $s_{2}$ or $s_{3}$ should move one bike to $s_{1}$. In this setting, looking ahead two slices is better than just looking ahead one. For $k=1$, i.e., choosing one slice to look ahead, the scheme would find no difference between removing one bike from $s_{3}$ or $s_{2}$. If $s_{3}$ is selected to remove one of its three bikes and the user demand at $t+1$ turns out to be $(0,1,-3)$, then $s_{2}$ has to move one of its bikes to $s_{3}$ at $t+1$. On the other hand, when $k=2$, the rebalancing scheme could notice that it is better to move one bike from $s_{2}$ to $s_{1}$, and it saves one bike movement.

From the time-space view, it is more clear to find that look ahead may not always generate a better result. Fig. 7(b)

Algorithm 4 Greedily Look-ahead Algorithm
Input: station capacity vector $\boldsymbol{\eta}_{B}$, current station state vector $\phi_{B}\left(t_{0}\right)$, the demand prediction $\left\{\boldsymbol{\tau}_{B}(t)\right\}\left(t_{0} \leq t \leq\right.$
$|T|$ ) of following time slices
Output: rebalancing target vector $\boldsymbol{\rho}_{B}\left(t_{0}\right)$
Calculate longest survival time $T_{b}$ under different targets $\rho_{b}\left(t_{0}\right)$ for each station $b$, i.e., $\arg \max _{\rho_{b}\left(t_{0}\right)}\left(T_{b} \mid 0 \leq\right.$
$\left.\sum_{t=t_{0}}^{t_{0}+T_{b}} \tau_{b}(t)+\phi_{b}\left(t_{0}\right)+\rho_{b}\left(t_{0}\right) \leq \eta_{b}\right), \forall b \in B$
$k \leftarrow \min \left(T_{b}, \forall b\right)$
Apply $k$ GA to calculate $\boldsymbol{\rho}_{B}\left(t_{0}\right)$. Repeatedly decrease $k$ if $k \mathrm{GA}$ cannot find a feasible set of targets.
return $\rho_{B}\left(t_{0}\right)$ as the rebalance target

(a) An example of 2GA out-
(b) An example of 1GA outperforming performing 1GA GLA

Fig. 7. Illustrations of various look ahead schemes.
shows the example in which using the GLA approach would lead to a worse performance compared with 1GA in terms of the number of bike movement. In Fig. 7(b), the station state is initially set as $(1,0,1)$. The user demands vectors are set as $(-1,2,0),(-1,0,0)$, and $(0,-1,-1)$ for slices $t$, $t+1$, and $t+2$, respectively. If we use the GLA approach at the first time slice, the rebalancing targets would be moving one bike from $s_{3}$ to $s_{1}$ so that the resulting state $(2,0,0)$ could survive two slices, i.e. there is no OoS stations in the following two slices. However, at slice $t+2$ with state ( 0,2 , $0), s_{2}$ has to move at least one bike to $s_{3}$ to meet the user demand. In total, there are two bike movements. In contrast, if we look at only one time slice, i.e., $k=1$, no action is needed at slice $t$, one bike would be moved from $s_{2}$ to $s_{1}$ at slice $t+1$, and no action is needed at slice $t+2$. There is only one bike movement, which is better than using GLA.

## 7 BSS Balancing in Worker Shortage

When the number of workers is sufficient, the rebalancing targets set by configuration design problem (CDP) could be entirely satisfied. However, in practice, it is hard to recruit so many workers for each time slot. Therefore, we also investigate the worker assignment problem (WAP) when the system is short of workers.

The shortage of rebalancing workers would increase the number of unsatisfied users. The worker shortage refers to the case in which the number of workers recruited at each time slot is less than the number of bike movements required by the rebalancing targets. An unsatisfied user is a user who is going to rent/return a bike but cannot find an available bike/dock at its source/destination station. If users cannot find available bikes, they would leave the system. If they cannot find available bikes at stations near their destinations, they have to take a detour and may

```
Algorithm 5 Worker-Station Matching with Externality
(WSME)
Input: worker set \(W\), rent/return station pair set \(X\)
    generated by Algorithm 1
Output: assignments for all available workers \(\mathcal{A}\)
    \(\mathcal{A} \leftarrow\) randomly match \((w,(n, p)), \forall w \in W, \forall(n, p) \in X\).
    converge \(\leftarrow\) False
    while not converge do
        Sort workers in \(W\) based on their contribution to the
        utility function in descending order. The contribution
        of \((w,(n, p))\) can be calculated as \(u(t,(w,(n, p)))=\)
        \(f\left(s_{w}, n\right) d i s\left(s_{w}, n\right)+f(n, p) \operatorname{dis}(n, p)+f\left(p, d_{w}\right) e\left(p, d_{w}\right), C_{u}\).
        \(\frac{\max _{W, N} \operatorname{dis}\left(s_{w}, n\right)+\max _{N, P} \operatorname{dis}(n, p)+\max _{P, W} \operatorname{dis}\left(p, d_{w}\right)}{}+C_{u}\).
        \(v_{n}\left(\phi_{n}(t)\right)+v_{p}\left(\phi_{p}(t)\right)\)
        \(\max _{b \in B} v_{b}\left(\phi_{b}(t)\right)\)
        for \(w \in W\) do
            if \(\exists\left(n^{\prime}, p^{\prime}\right) \in X\) such that \(u\left(t, \mathcal{A}^{\prime}\right)<u(t, \mathcal{A})\), where
            \(\mathcal{A}^{\prime}=\mathcal{A} \backslash(w,(n, p)) \cup\left(w,\left(n^{\prime}, p^{\prime}\right)\right)\) then
            Update \(\mathcal{A} \leftarrow \mathcal{A}^{\prime}\)
        else
            converge \(\leftarrow\) True
    return \(\mathcal{A}\) as the worker assignment.
```

lose interest in using the system again. Both events affect the potential profit of the system operator. Therefore, the number of unsatisfied users should be considered in the objective of our WAP when there is a worker shortage.

We use a Markov Chain to model the number of unsatisfied users. Specifically, we have introduced the time series model to describe the fluctuation of the number of bikes at each station. In the Markov Chain model, we use $v_{b}\left(\phi_{b}(t)\right)$ to denote the expected number of unsatisfied users in station $b \in B$ during the remaining rebalancing cycle after $t$, where $\phi_{b}(t)$ describes the number of bikes in station $b$ at time $t$. When the further user demands are known, the value of $v_{b}\left(\phi_{b}(t)\right)$ can be calculated by running a simulator. When considering a more practical case where the future demands are estimated, the expected value of $v_{b}\left(\phi_{b}(t)\right)$ can be numerically calculated by the model in [37].

Briefly, the state of the station is modeled by a bounded birth and death process with birth rate $\mu_{t}$ and death rate $\lambda_{t}$. Let $\pi(i, j, t)$ denote the probability of the station having $j$ bikes at time $t$ provided that it has $i$ bikes at time 0 . Then, the value of $v_{b}\left(\phi_{b}(t)\right)$ can be expressed as follows:

$$
v_{b}\left(\phi_{b}(t)\right)=\int_{t}^{T}\left(\pi\left(\phi_{b}(t), 0, t\right)+\pi\left(\phi_{b}(t), \eta_{b}, t\right)\right) \mathrm{d} t
$$

The first term represents the accumulated number of underflow events and the second term shows the accumulated number of overflow events. $T$ represents the end of a rebalancing cycle, e.g., a day. The summation of two terms is the accumulated number of unsatisfied users.

In our discretized time domain, the value of $v_{b}\left(\phi_{b}(t)\right)$ can be numerically calculated [33]. Let $\delta$ denote the length of each time slot. According to [33], the number of expected dissatisfaction value can be estimated as $v_{b}\left(\phi_{b}(t)\right) \approx$ $\delta \sum_{k=0}^{T / \delta-1}\left(\pi\left(\phi_{b}(t), 0, t+0.5 \delta\right) \mu_{k \delta}+\pi\left(\phi_{b}(t), \eta_{b}, t+0.5 \delta\right) \lambda_{k \delta}\right)$.

We define a utility function to jointly describe the worker detour distances and the expected number of unsatisfied users. Let $u(t, \mathcal{A})$ denote the utility function at time $t$ with the worker assignment $\mathcal{A}$. The worker assign-
ment $\mathcal{A}$ consists of the flows from worker sources $S$ to their destinations $D$, passing through overflow stations $N$. The flow functions $f(\cdot, \cdot)$ describe the number of bikes moved between two parties, and it is introduced in subsection 3.1.Then, the utility function is defined as $u(t, \mathcal{A})=$ $\frac{\sum_{W, N, P} f\left(s_{w}, n\right) \operatorname{dis}\left(s_{w}, n\right)+f(n, p) \operatorname{dis}(n, p)+f\left(p, d_{w}\right) e\left(p, d_{w}\right)}{\max _{W, N} \operatorname{dis}\left(s_{w}, n\right)+\max _{N, P} \operatorname{dis}(n, p)+\max _{P, W} \operatorname{dis}\left(p, d_{w}\right)}+C_{u}$. $\frac{\sum_{b \in B} v_{b}\left(\phi_{b}(t)+f(n, b)-f(b, p)\right)}{\max _{b \in B} v_{b}\left(\phi_{b}(t)\right)}$. The first term of the utility function describes the overall worker detours. It is scaled by the upper bound of a worker's total moving distance. The second term represents the expected number of unsatisfied users. It is scaled by the upper bound of the dissatisfaction at a bike station. The hyper-parameter $C_{u}$ is used to adjust the importance between two terms. With the utility function, the objective of our WAP becomes $\min _{\mathcal{A}} u(t, \mathcal{A})$ instead of just minimizing the overall worker detour distance. Besides updating the objective function, the constraint shown in Eq. (2) is removed since the number of workers is not large enough to satisfy all rebalancing targets. Other constraints remain the same.

Our Two Round Matching (TRM) algorithm is no longer suitable for the extended problem. The main reason is that the expected number of unsatisfied users of a station is correlated with the number of workers assigned to the station. This dependency relation in the matching is usually referred to as externality [34]. The second round of the minimum cost bipartite matching in the TRM can no longer be used because of the dynamic preferences between workers and station pairs.

Inspired by the idea of two-sided exchange-stable matchings [35], we propose to iteratively improve our worker assignments rather than directly match workers and station pairs in the single round. In two-sided exchangestable matchings, if one side cannot remain unmatched, allowing swapping their assignments to the other side can lead to the exchange stability. In our problem, no worker can remain unmatched. Instead of swapping assignments between workers, we propose to iteratively improve each worker's assignment until the utility function converges. Specifically, the first round of the bipartite matching in the TRM is kept since there is no externality when matching overflow and underflow stations to minimize the overall detour distance. The second stage then starts to match workers with overflow-underflow station pairs. It starts from a random assignment between workers and station pairs. In each following iteration, a worker is chosen if updating its assignment could reduce the utility function value. The algorithm stops when such a worker does not exist. The detailed procedures of the second phase are shown in Algorithm 5. Lines 1 and 2 initialize the assignment. Lines 3-12 iteratively improve the assignment. In line 4, the workers are sorted based on their contribution to the utility function. The contribution of a worker $w$ is quantified by the utility value of $u(t,(w,(n, p)))$ where $(n, p)$ is the station pair assigned to the worker $w$. For each worker, if assigning it to another station pair could reduce the utility value, we update the assignment. Otherwise, the algorithm converges to a local minimum.

Our proposed algorithm converges in a finite number of iterations. It is because our utility function is finite. The utility function is limited since both the worker detour


Fig. 8. The positive feedback loop on the worker satisfaction.
distance and the expected number of unsatisfied users are limited. Besides, in each iteration, the number of workers and the number of station pairs are finite as well. Our algorithm would reduce the utility function value after each iteration. Therefore, our algorithm will converge in a finite number of iterations.

## 8 Worker Satisfaction Analysis

### 8.1 Reinforcement on the Worker Satisfaction

There exists a possible reinforcement on worker satisfaction within multiple time slices. The reinforcement of worker satisfaction makes it easier to hire enough workers to participate in the rebalancing. Generally, the TRM algorithm aims to minimize the total detour cost of workers in each time slice. It has the potential to improve the worker satisfaction and attract more workers to join. With more penitential workers that could be chosen in the spatial domain assignment, the performance of TRM can also be improved, which further improve the worker satisfaction.

The reinforcement on the worker satisfactions is shown in Fig. 8. If the system can reduce the workers' detour as much as possible, then their cost is reduced and they could earn more via the rebalancing operation. We assume more workers are willing to join the system (enlarge the worker pool) if their satisfaction is improved. If more workers are willing to get involved in the system, the performance of matching could be further improved, which again improves the worker satisfaction. Specifically, the performance of the second stage (as shown in Algorithm 2) of the TRM would increase if the worker pool is enlarged. It is because a larger worker set $W$ provides more choices for the min-cost perfect matching that is used in the second stage. Assume that the worker set $W$ is enlarged to $W \cup \Delta W$, where $|\Delta W|>0$. The assignment found based on the enlarged worker set $W \cup \Delta W$ is at least as good as the assignment found based on $W$. This positive feedback loop helps improve the robustness of the rebalancing system and support our assumption that the operator could find sufficient workers to conduct rebalancing. Therefore, minimizing workers' detour not only improves the profits of workers but also improves the stability of the rebalancing system.

### 8.2 Quantification of the Worker Satisfaction

We then quantify the worker satisfaction and its positive feedback property. The satisfaction could be related to both
incentive price and detour distance. The design of the incentive price has been invested by [36]. We follow the OPTFIX mechanism proposed in [36], where the incentive price is constant. Since we consider that the incentive for workers is constant, the worker satisfaction can be determined by the overall worker detour in a time slice. Specifically, we assume the satisfaction is determined by the relative detour distance, which is defined as the ratio between the detour distance (or extra distance) and the original distance. Recall that the detour distance of worker $w$ is defined as $\delta_{w}=\operatorname{dis}\left(s_{w}, n\right)+\operatorname{dis}(n, p)+\operatorname{dis}\left(p, d_{w}\right)-\operatorname{dis}\left(s_{w}, d_{w}\right)$. Let $\Delta l=\sum_{w} \delta_{w}$ denote the overall worker detour distance. Considering that the overall detour distance is limited in real-world applications, we define $l_{c}=C$ to denote the threshold. The threshold $C$ represents the maximum detour that can be accepted by workers. Above all, the worker satisfaction $z$ can be defined by the following equations:

$$
z=\left\{\begin{array}{l}
1-\frac{\Delta l}{l_{c}}=1-\frac{l^{\prime}-l}{C}, \quad \text { if } l^{\prime}-l<l_{c} \\
0, \quad \text { Otherwise }
\end{array}\right.
$$

Specifically, the worker satisfaction is negatively correlated with the detour distance. For calculation's convenience, we normalize the detour distance $\Delta l$ based on the threshold $l_{c}$. Then the worker satisfaction is kept between 0 and 1 by setting $z=1-\Delta l / l_{c}$, i.e, a zero detour is mapped to $z=1$ and the worker satisfaction is 0 if the overall detour equals or exceeds $l_{c}$. This definition directly calculates the worker satisfaction based on the total detour of all workers.

Then we quantify the worker density and the worker satisfaction. Intuitively, the worker density is positively correlated with the worker satisfaction. In addition, the worker density should have both upper and lower limits which are denoted as $L$ and $U$ respectively. The density of workers is varied between $[L, U]$. We set $L$ as the maximum number of total rebalance demands and $U=k L$. The meaning is that we assume the system can at least find $L$ workers to perform rebalancing. If there are not sufficient workers, the system can increase the incentive strength. The upper bound $U$ is set as $k L$. It means even if the worker satisfaction is 1 , there are at most $k L$ workers who are willing to help. When the worker satisfaction lies within $[0,1]$, the worker density is modeled by the following equation:

$$
(L+U)-\left(\frac{L}{U}\right)^{z} \cdot U
$$

The equation is illustrated in Fig. 9.
Based on these steps of quantification, we evaluate the variation of worker satisfaction and the results are shown in the experiment. Even starting with a relatively low worker satisfaction, the existence of the possible feedback loop could improve the worker satisfaction and maintain the worker satisfaction to a high level. It shows that our scheme is stable when multiple time slices are taken into account.

### 8.3 Worker Densities and Weather Conditions

The worker density also correlated with weather conditions. In extreme weather conditions, the worker density would be significantly lower than that in normal weather conditions. Few prior works have been done on evaluating the impact


Fig. 9. An illustration of the satisfaction and density function
of weather conditions on the worker density since the lack of data. In this paper, we assume the number of available workers is proportional to the number of users to the system. Weather conditions would impact the number of users to the system. It affects the number of available workers to the same degree. We introduce a factor $C_{w}$ to describe the effect. Formally, $|W|=C_{w}|W|_{\text {ave }}$, where $|W|_{\text {ave }}$ is the average number of available workers of a day. We use the regression model to estimate the value of $C_{w}$ based on the weather impact on the number of system users. In the regression model, we use $x_{i}$ to denote the weather condition vector of the day $i$. It includes temperature, heating/cooling degree days, precipitation, and snow depth. Let $y_{i}$ denote the ratio between the number of users of the day $i$ and the average number of users of a day in history. Running the regression model on the dataset consists of $\left(x_{i}, y_{i}\right)$ quantifies the weather impact on the number of workers. When calculating the size of the worker pool, the $C_{w}$ is calculated based on the regression model and is multiplied to the worker density $(L+U)-\left(\frac{L}{U}\right)^{z} \cdot U$. The fluctuation of the worker pool size further impacts worker satisfaction in the following time slots. In this way, we introduce the weather impact into the feedback loop on worker satisfaction.

## 9 Rebalancing for Dockless BSSs

Our rebalancing scheme is designed for docked BSSs, and it could be extended to dockless BSSs. Dong et. al. [37] have built the bridge between docked and dockless BSSs by using clustering techniques. Specifically, aggregation areas of dockless bikes are detected and a flow model is proposed to describe the bike mobility. In this section, we investigate the problem of rebalancing dockless BSSs by converting it to docked BSS scenario.

Inspired by their cluster approach, we define virtual stations in the dockless BSS. A virtual station represents an aggregation area of bikes. As illustrated in Fig. 10, a virtual station consists of a cluster centroid location and a cluster radius. Formally, let $V$ denote the set of centroid locations of virtual stations, $v_{p} \in V$ denote the location of an overflow virtual station, and $v_{n} \in V$ denote the location of an underflow virtual station. The radius of a virtual station $v$ is denoted as $r_{v}$. For example, the radius of an overflow station $v_{p}$ is $r_{p}$. In addition, each virtual station has its state $\phi_{v}(t)$ and demand $\tau_{v}(t)$. The state $\phi_{v}(t)$ represents the stock level of the virtual station $v$ at the beginning of time slice $t$. The stock level is the number of bikes whose distance to the cluster centroid is less than the cluster radius. The demand $\tau_{v}(t)$ is the number of bikes rented or returned at the range of the virtual station $v$ during time slice $t$. The bike demand


Fig. 10. An illustration of virtual bike stations.
of each virtual station could be predicted by the flow model proposed in [37]. Although there is no actual bike dock in a virtual station, each virtual station $v$ has a capacity $\eta_{v}$. In our scheme, we assume the capacity is proportional to the size of the virtual station. Formally, we assume that $\eta_{v}=\gamma \cdot r_{v}^{2}$, where $\gamma$ is a constant parameter. Through virtual stations, the problem of rebalancing dockless BSSs is converted to rebalancing docked BSSs.

Our dockless rebalancing scheme is built upon the virtual stations. Based on the state, demand, and capacity of each virtual station, our $k \mathrm{GA}$ and GLA could be applied to generate the rebalancing configuration $\rho_{V}(t)$ for virtual stations in each time slice $t$, i.e. the number of bikes that should be moved to/from the station. Then, the system operator could recruit workers at the beginning of each time slice. The assignment of workers could be generated by TRM. When applying TRM, we use the cluster centroids as the virtual stations' locations in matching. Note that when workers perform rebalancing, they do not need to pick up or drop off bikes at the cluster centroid. In contrast, a worker could rent the nearest bike that is located in the range of the virtual station assigned to him/her. Similarly, a worker could return the bike to the location that is nearest to his/her destination in the range of the assigned return station. The nearest return location could be found by projecting the worker's destination to the boundary of the virtual underflow station. Fig. 10 illustrates the actual pick up and drop off locations. The difference between the pick-up (drop-off) distance used in matching and the actual pick-up (drop-off) distance is bounded by the radius of the virtual overflow (underflow) station.

## 10 EXPERIMENT

### 10.1 Real-world dataset

We use the public data of NYC Citi Bike ${ }^{2}$ to construct our the NYC dataset. We use a set of history trip data from 8/1/2017 to $9 / 30 / 2017$. The data contains the records of each trip including trip duration (in seconds), trip start/stop time, start/end station ID, and latitude/longitude, etc. Our NYC dataset contains more than 1.5 million trip records and 328 bike stations.

Besides the NYC Citibike dataset, we also use the SF Bay Area dataset ${ }^{3}$, or the simply SF dataset, to test our proposed algorithm, and use the Mobike Shanghai dataset to test our extended scheme for dockless BSSs. The SF dataset contains the bike trip information and station status information of a BSS in the San Francisco Bay Area. It contains 83 bike stations and more than 800 bikes in the system. The Mobike

[^1]Shanghai dataset contains 102,362 bike trace records in Shanghai. Fig. 11 illustrates some bike locations and virtual stations. The trace data includes the user start/end time and location, which is sufficient for our experiment.

The state information of bike stations in the NYC and SF datasets could be calculated based on the trace data. The trace history records the IDs, locations, and the start and end times. The number of bikes rented/returned at a station $b$ during a given time duration $\left[t_{1}, t_{2}\right)$ could be calculated by counting the number of data entries whose start/end station ID is $b$ and the start/end time is within range $\left[t_{1}, t_{2}\right)$. We only need to note that the count of return events is positive and the count of rent events should become negative.

In the NYC and SF datasets, the bike demands of stations during any time slice could be generated by using the prediction algorithm [3]. The demands of virtual stations in the Mobike Shanghai dataset could be determined by counting the average number of rent/return events in the corresponding cluster during a time slice. With rebalancing demands in each time slice, the rebalancing targets could be determined by $k \mathrm{GA}$ or GLA.

We use the weather data of $\mathrm{NYC}^{4}$ to evaluate the weather impact on the number of available workers. The attributes of the NYC weather dataset includes temperature, heating/cooling degree days, precipitation, and snow depth. Some extreme weather conditions, e.g., the temperature is too high, would reduce the number of available workers. The shortage of available workers further brings a negative impact on performances of rebalancing algorithms, which is evaluated in Subsection 10.5 along with our extended algorithms. We find that the temperature significantly affects the number of trips. The effect of snow is not statistically significant for the number of trips. There is the most number of trips when the temperatures are in the range of $21.5^{\circ} \mathrm{C}-31.5^{\circ} \mathrm{C}$. The number of trips decreases when temperatures decrease lower than $21.5^{\circ} \mathrm{C}$. It also decreases when temperatures increase higher than $31.5^{\circ} \mathrm{C}$.

### 10.2 Synthetic Dataset

The synthetic dataset is used as a supplement for the realworld dataset. The location of each bike station in the NYC dataset is static, and so is the density of bike stations. We want to test how the density of stations affects the performance of TRM, since the station density of BSSs in different cities may vary significantly. Therefore, we build a synthetic dataset which contains several station sets with different densities.

In our synthetic dataset, we randomly generate the locations of bike stations following a uniform distribution. The source and destination location distributions of workers are also uniform. The density of stations is measured by the expected number of stations in a $5 \times 5 \mathrm{~km}^{2}$ square. The capacity of each station is set as 20 and the initial inventory of each station is set as $3 / 4$ of the capacity, which is 15 . The number of rent and return events of stations in each time slice is generated by the Poisson process with parameter $\lambda=7$ which is the average number of daily rent events in the NYC dataset.

[^2]

Fig. 11. Virtual stations in the Mobike dataset.

### 10.3 Comparison algorithms

The Branch-and-Bound (BB) algorithm is a global optimization method which is used to find the optimal solution to the WAP problem. Although it cannot be used in realistic scenarios, it can provide an optimal result when the input size is small. The optimal result can be used to evaluate the performance of our two-round matching algorithm. The complexity of calculating this lower-bound heuristic is factorial. Therefore, the comparison is conducted with a small input size.

The Local Search (LS) algorithm is a local optimization approach. Finding the weighted 3D matching can be seen as finding the minimum weighted subfamily of pairwise disjoint sets and the size of each set is equal to 3 . To the best of our knowledge, the approximation algorithm with the tightest bound for the problem is proposed by Berman in [30]. The approximation ratio of the local search algorithm is $(k+1+\epsilon) / 2$ and the time complexity is $m^{O(k)}$, where $m$ is the number of nodes in the intersection graph. In our problem $k=3$, and $m=|W|^{3}$. Therefore, the approximation ratio of the LS is $2+\epsilon$ with time complexity $O\left(|W|^{9}\right)$.

In addition, a Greedy algorithm is used as a baseline approach. In the greedy algorithm, each worker chooses the nearest station in $N$ to rent a bike, and returns it to the station in $P$ that is nearest to his/her destination. Workers sequentially make their decisions in an arbitrary order, i.e. the order is randomly shuffled. After a worker made his/her decision, the worker and the chosen stations are deleted.

### 10.4 Experiment Settings

### 10.4.1 Performance Comparison

The code used in our experiment is available online ${ }^{5}$. In the synthetic dataset, we separately examine the performance of our algorithms for spatial and temporal optimization in the synthetic dataset. In spatial domain, we compare TRM with BB, LS and Greedy in terms of overall worker moving distance in a time slice. In temporal domain, we compare $k$ GA with GLA in terms of number of workers needed. Besides, we test the performance of TRM on different station densities. Totally, we choose three densities, 10, 20 and 40, to represent sparsely, regularly, and densely distributed stations, respectively. Notice that the BB algorithm is extremely time-consuming. Therefore, when comparing with BB, we extract a subset of stations and choose a short slice length

[^3]( 20 min ) to decrease the number of bikes that need to be moved. The stations are randomly extracted from the NYC dataset in a $2 \times 2 \mathrm{~km}^{2}$ area. For generalization, we repeat the experiment 100 times and record the average results. These results are shown in Fig. 12 and Fig. 13.

In the real-world dataset, we combine optimization algorithms in spatial and temporal domains and show the overall performance of our scheme. The overall performance is measured by the overall moving distance of workers recruited in one day ( 24 hours). In the experiment, we vary the number of stations and the stations are randomly extracted from the real-world dataset. Fig. 14 shows the corresponding results.

Our extension for dockless BSSs is tested over the Mobike Shanghai dataset. The k-means algorithm is used to generate virtual locations. We test our scheme with different numbers of clusters in terms of overall moving distance. Besides, we test the impact of the capacities of virtual stations by using different $\gamma$. Fig. 15 illustrates the results.

### 10.4.2 Worker Shortage and Cost-Efficiency

We also evaluate our extended algorithm for the case where the number of workers is not sufficient on the NYC dataset. The performance is measured by the overall utility function value. We evaluate both short-term and long-term performances of our extended algorithm (WSME as shown in Algorithm 5) with $C_{u}=1$. In the short-term experiment, we consider the bike rebalancing of one day. The rebalancing target is generated by 1GA. For each time slot, the number of available workers is $\zeta \%$ of the number of bikes to be moved. The extended algorithm is compared with TRM and greedy algorithms. In comparison, we vary the value of $\zeta$. In the long-term experiment, we consider the rebalancing of multiple days. The number of workers in each time slot is generated by our worker satisfaction model, and the impact of weather conditions are considered. We use weather data from $8 / 7 / 17-8 / 11 / 17$. The initial number of workers is set to $30 \%$ of the number of required workers. We compare the performance of our extended algorithm with TRM. The experiment results are shown in Fig. 16.

In addition, we examine the cost-efficiency of our scheme over both NYC and SF datasets. The incentive price is set based on the 'bike angel' project, a real-world user-based rebalancing project launched in the NYC Citi bike system. The project rewards users with points if they rent bikes from or return them to specific stations. The points could be redeemed for free trips or gift cards. According to their reward policy ${ }^{6}$, each trip could earn at most 3 points. Each point is approximately worth $\$ 0.1$. The cost of a truckbased rebalancing scheme including driver's payment and the fuel cost. In the state-of-the-art truck-based rebalancing scheme which aims to minimize detour distances [3], a city is divided into multiple clusters and each cluster has a truck. For fare comparison, we also cluster the stations and perform the comparison in a cluster with 48 stations. We use the same setting in the SF dataset. The only difference is that the cluster size is 35 stations. We show the results on Fig. 17.

We conduct a Monte Carlo simulation to examine our assumption on worker satisfaction in the synthetic dataset.

[^4]

Fig. 12. Performance comparison in the synthetic dataset.


Fig. 13. Comparison between TRM and existing algorithms.

The worker sources and destinations are uniformly distributed. We further generate rebalancing demands for 15 time slots. The number of workers in each time-slot is calculated based on the worker satisfaction of the previous time-slot. The initial worker satisfaction is set to 0 . The initial number of workers is set as the rebalancing demands of the first time-slot, which is $L=50$ in the experiment. The number of workers of the following time slices are calculated based on the predefined equations. When worker satisfaction is high, there will be more workers who are willing to join in the rebalancing. The increase rate of the number of new workers with the satisfaction is determined by the maximum number of workers $U$, which represents the upper bound of worker amounts in the map. We test the performance with different value of $U$. The evolution of the worker satisfaction is shown in Fig. 18.

We have argued that our scheme could have better performance if there are more available workers. We test our argument over both NYC and SF datasets. We also test the greedy algorithm and investigate whether more available workers could improve its performance. We vary the ratio between number of available workers and the number of bikes to be moved in each time slice, and record the overall worker moving distances. The results are shown in Fig. 19.

### 10.5 Evaluation Results and Analyses

### 10.5.1 Performance Analyses

Firstly, we present the evaluation results of TRM with different densities in Fig.12(a). Each line represents a unique station density. From the simulation result, and we can find that if the number of workers is fixed, a larger station density costs a smaller total move distance. This is easy to explain because higher station density may lead to smaller spatial intervals between stations, and thus leads to a smaller total moving distance.

Fig. 12(b) illustrates the comparison between GLA and $k$ GA algorithms in the synthetic dataset, we can find out that the GLA outperforms 1GA and 2GA. Although we find


Fig. 14. Performance comparison on the SF dataset.


Fig. 15. Performance comparison on the Mobike dataset.
an example where 1GA outperforms GLA, GLA has better performance in general cases. It is not surprising since the GLA can adjust the time slice to look ahead automatically and it is more flexible than $k \mathrm{GA}$. In the experiment, we also track the $k$ chosen by GLA in each iteration and find that the $k$ value barely exceeds 4 , which gives a clue for deciding the rebalancing frequency.

The comparison between TRM and other algorithms in the synthetic dataset is shown in Fig. 13. We can conclude that the performances of TRM and LS are similar. They both outperform the greedy algorithm and are not far from the optimal solution. However, considering the running time in Fig. 13(b), we can conclude that the running time of LS is larger than that of TRM. If the problem size is larger, applying the LS to solve the WAP is no longer appropriate since it costs more than one day to provide the solution. Although TRM slightly underperforms compared to LS, TRM is more efficient in terms of its running time.

The result of the experiment on our scheme over the SF dataset is shown in Fig. 14. Fig. 14(a) illustrates the overall moving distances of workers in a day. The rebalancing target is set by either GLA or $k \mathrm{GA}$. The rebalancing assignment is determined by our TRM algorithm. From the result we can find that using TRM with GLA always outperforms other algorithms. It could be explained by the result shown by Fig. 14(b). The number of bikes moved by GLA is less than that generated by 1GA and 2GA. The comparison on the SF dataset illustrates the efficiency of our rebalancing scheme.

Fig. 15 shows the experiment results of our extended scheme on the dockless BSS. From Fig. 15(a), we find that the overall moving distance becomes larger if we set more virtual stations, since the chance for self-balancing decreases when the number of clusters becomes larger and the size of each cluster becomes smaller. Comparing Fig. 15(a) with Fig.15(b) we find that a larger virtual station capacity leads to smaller overall worker movement. The reason is that stations are not likely to overflow if the capacity is larger and the number of bikes to be moved is smaller.


Fig. 16. Evaluation on the NYC dataset with worker shortage.

### 10.5.2 Impact of Worker Shortage and Cost-Efficiency

The evaluation results of the worker shortage case are shown in Fig. 16. Fig. 16(a) shows the results of the shortterm evaluation, i.e., counting the utility function value for a one-day rebalancing circle. The results show that WSME outperforms both TRM and Greedy. The main reason is that TRM and Greedy only consider the worker detour distance but ignore the expected number of unsatisfied users generated by improper rebalancing operation. The performance gap between WSME and TRM reduces when the percentage of available workers increases. It is because the number of unsatisfied users decreases. When the available workers are sufficient, the utility function value mainly depends on the detour distance. Fig. 16(b) shows the evaluation result of 5 continuous days. The utility function value increases every day since the system is not balanced at the end of the previous day. We can find the utility of TRM increases faster than that of WSME. It shows the long-term effect of the worker shortage. The negative effect of unbalanced stations accumulates with time. During rebalancing, it is necessary to choose stations that could reduce the expected number of unsatisfied users.

We illustrate the case study result of cost efficiency in Fig. 17. The figure shows the cost of rebalancing in each time slot during a day. In the NYC dataset, there is no need to balance before 6 AM . The overall incentive cost is at most $\$ 113.1$ when 1GA is used. If the BSS operator chooses to hire trucks to rebalance the system, the cost would be higher. Even only one truck is used, the operator needs to hire at least one driver. The minimum wage in NYC is $\$ 15$ per hour. Hiring a full-time driver would cost $\$ 120$, assuming the driver works 8 hours per day. This already exceeds the incentive cost, not to mention there are other fees such as fuel, maintaining trucks, etc. In the SF dataset where the demand of each station is low, using our scheme is much more cost-efficient. We find that the overall incentive cost is under $\$ 20$ no matter which target configuration algorithm is used. Our case study in NYC and SF shows that our incentive-based scheme is more cost efficient compared with the truck-based rebalancing approaches.

Fig. 18 shows the simulation result on worker satisfaction over the synthetic dataset. From Fig. 18(a), we can find out that the satisfaction increases from 0.12 to around 0.5 , and stays at the high level, when $U$ is set as $15 L$. It means the maximum number of available workers is 15 L , where $L$ is the rebalancing demand of the first time slot. It shows the effect of the positive feedback loop, which can increase and maintain the worker satisfaction to a higher level. The effect of worker density also can be revealed by


Fig. 17. The incentive cost of rebalancing.


Fig. 18. The evolution of the worker satisfaction and move distance.
comparing the black line with the red line in Fig. 18(a). The worker satisfaction is higher if the worker density is larger. Fig. 18(b) shows the average move distance of a worker in each time-slot. The red bars show that the average move distance decreases and is kept in a relatively low value even the total demands of all time-slots are the same. It is more clear with comparing with the black bars which show the average move distance without considering the feedback on worker density, i.e. we set a fixed worker density for each time slot. This result directly shows that our scheme could efficiently reduce the move distance of workers and it is not only because of the optimization by the TRM in the spatial domain but also due to the existence of the feedback loop on worker satisfaction over multiple time slices.

From the experiment results, we find out that worker satisfaction increases if the feedback effect is considered. Specifically, without considering the feedback, the worker satisfaction would remain at the initial level, i.e. the satisfaction will be kept at 0.12 for $k=15$. In addition, we can find out that the satisfaction of workers would be stable eventually. It is reasonable since the number of available workers is limited. No matter how high the incentive price is, there are no more available workers to participate in the rebalancing. As a result, the performance of matching could no longer be improved. Therefore, the satisfaction of workers is kept at a certain value eventually.

Our scheme could achieve better performance with more available workers, it can be examined in real-world datasets as shown in Fig. 19. From results on both datasets, we find that our TRM could achieve better performance if the number of available workers increases. In contrast, the per-

(a) In NYC dataset

(b) In SF dataset

Fig. 19. Performance evaluation with different numbers of workers.
formance of the greedy algorithm does not have an obvious improvement with more workers. The reason might be that the greedy workers have no cooperation at all, and it brings no global profit that more workers are competing with each other. Our scheme is based on global matching and could achieve better coordination among workers.

As a brief summary, the experiment results shows that our scheme is scalable, have great cost efficiency, and could form positive feedback loop worker satisfaction. Although LS slightly outperforms TRM, TRM is much faster than LS and can be applied to real-world BSSs. Compare with truckbased approach, our scheme has lower monetary cost and more flexible. It adaptively reduces cost when the bike usage demand is low. Furthermore, reducing moving distance for workers could improve worker satisfaction, which could further help to reduce the overall moving distance. The existence of the positive feedback loop would attract more workers to participate in the BSS rebalancing.

## 11 Conclusion

Toward the imbalance bike distribution in BSSs, we propose a rebalancing scheme by recruiting workers. We decouple the problem by slicing the rebalancing in the temporal domain and generate a sequence of slices with a fixed time duration. In each time slice, we formulate the WAP which is NP-hard. When the number of workers is sufficient, a 3 -approximation algorithm is proposed to solve WAP in the Euclidean plane. We further extend it to deal with the externality in matching for the worker shortage case. Over multiple time slices, we formulate the CDP and investigate two greedy approaches, namely $k \mathrm{GA}$ and GLA. Furthermore, we extend our scheme to dockless BSSs by clustering. We evaluate our rebalancing scheme on both real-world and synthetic datasets. Experiment results show the scalability and reliability of our rebalancing scheme. Although TRM slightly underperforms a local-search approach algorithm in the spatial domain, it runs much faster and can be applied to large-scale real-world BSSs. In the temporal domain, GLA could efficiently reduce the number of workers recruited during rebalancing in the real-world dataset, although we show it may generate unnecessary bike movements in some special cases. Besides, our case studies on NYC and SF show the cost efficiency of our scheme. Furthermore, investigation on the worker satisfaction indicates that our scheme could maintain the satisfaction to a reasonable level which helps to further reduce the overall worker detours.
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