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Y Background

Swarm intellicence

Air Pollution Monitoring

Intelligent Transportation Indoor Management

Applications for Mobile CrowdSensing (MCS) systems



Y Background

Definition of Age of Information (Aol) : how old the freshest received update is,
the elapsed time of data from being collected by the worker to being received and
processed by the platform currently.
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Aol evolution of an information source

Y. Sun, E. Uysal-Biyikoglu, R. D. Yates, C. E. Koksal, N. B. Shroff, “Update or Wait: How to Keep your Data Fresh,” IEEE
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Motivation

r
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» Data freshness = Service quality

> Social benefits: workers can share their
collected data with their social neighbors

Key Challenges

B Strategy Determination :

» Data Update Frequency 2
Data.valuathn UPDATE @
Service quality »

» Fresher data = Larger cost \

» Trade-offs: the data update

frequencies of all workers

B Incomplete Game :

» Platform: the limited communication
and processing capabilities
» Workers: compete for data update

» Social relationships =2 i
Unknown or incomplete o &
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Goal: Incentive mechanism design while
considering data freshness and social networks

Aol optimization i Pricing issue with Aol concerns
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Design with social network effects
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)} Problem Formulation

‘ System Model

* Workers {1,2,...,N}: collect and uploads the data to
the platform with data update frequency p;

e Unit-Reward R;: the reward per data update
frequency paid to workeri 2> R = {Ry,R,, ..., Ry}

* Average Aol: the time elapsed since the worker
collects this data, 6;(t) =t — U;(t) = §6;

* Social networks: an adjacency matrix [v;;]n«n; Vij
1s the social influence of worker j on worker i.

Platform
m @ Publish sensing tasks a ’h’
’ \ @) Determine unit reward

— _and update frequency 9 %
Update @ i # “ —
_® Send packets periodically

E__f| @ " @ Give payments . 1 I

= R .
b =t — social relations

Queue (FCFS) Workers Packets Pols

\.

Procedure

® The requester = the platform
A long-term sensing task

&

Platform: optimal payment
©) Worker: optimal update frequency

o
2.
Worker i: collect data from Pols
® —> Upload data packets with p;

El

@ Pay rewards R to workers




)} Problem Formulation

» Worker’s Utility: the reward + social benefits — cost

r—----"-" """ "= = /=== =77

. The quadratic the cost !

Qi(pi, P-) = Rip; + ¥;(pi, P-)) — s(ap? + bp;). - > q :

| | | function to collect data
2 S
i The reward that the ! 1 Social benefits caused by E
! S - Y (pi, P-) = 2 Vij DiPj !
 platform pays to workeri ! | the social network effects jen; UM

» Platform’s Utility : the income that it can gain from all collected data — the total payments

D = UZIL'V=1 (Cp_l- — dpiz) - Zliv=1 Ripi-

I
. Income: a linear-quadratic

E function of the data update

i frequencies of all workers



)} Problem Formulation

» Two-stage Stackelberg game : the platform is the leader and the workers are the followers

Stage I [Leader Game]: ®(p;,R;) = ®(p;, R;)
Stage II [Follower Game i]: Q;(p;, R;) = Q;(pi, Ry) 1’ Aol constraint
Subjectto: 6;(p;, P-j) <e VieN , 2’ Total data update
N <P
i=1 Pi=D

frequency constraint

E Incomplete Information Bayesian Sub-Game:
i O The set of players i a set of N workers;

. O The type of player i = the social network effects;

i O The payoff of player i with its type and its action => the utility Q;;

. O The action of player i = the data update frequency p;; :
_________________________________________________________ ! 10
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)) Basic Idea

o Characterizing Aol of Data Solving the Follower Game a

* Derive Aol for a single worker  Graph theory = Degree of a node f
* Derive Aol for Multiple Workers: —> the type of the worker

-- neighbors influence * Rewrite the utility function:

-- competitive N sources system -- the degree distribution

-- the closed-form expression of -- average strategy of neighbors

average Aol of data Incentive * Optimal data update frequency p™(f)
Mechanism

ﬁ?

e Solving the Leader Game

* Rewrite the utility function:

Algorithm & Analysis 0

* Propose the Aol-Aware Incentive

-- substitute p*(f) to & (AIAI) mechanism
-- Aol and total frequency constraint * Follower game
-- Karush-Kuhn-Tucker (KKT) conditions -- Bayesian Nash Equilibrium
* Optimal unit-reward R*(f) » Unique Stackelberg equilibrium

12



)) Characterizing Aol of Data
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)) Solving the Follower Game

* Derive the expected utility of each worker
wi(pi, P—i, R) = E[Q:(pi, P—:), R]
= Ripi + Upi]E[ZjEN- pi]l — (ap? + bpi)s.
* Worker’s type =2 the degree:
wi(pi, P-i,R) = Ripi + vpi fP—; — (api + bpi)s.

Degree distribution: F(f)

Derive the utility of the worker with degree f
w(p(f), P-)=R(F)p(f)+vp(£)FP-5 = (ap® (F)+bp(f))s.
Bayesian Nash Equilibrium, BNE:

Li(vi) € argmazxy, ep, Qi(pi, I'—i, i, ;).

* @Given any unit-reward R(f), the closed-
form expression of the action:
1 b
p(f) =5-R(f)— 5+

2as 2a

vf(R — bs)
2as(2as — v f)

A

Apply the partial derivative:

9y (p(1). P—g. R) _ S ,;,
op(F) = R(f)+vfP_f— (2ap(f) + b)s.

Derive the average data update frequency
of neighbors P_¢

P_; ~ E[p()||l € G] = (R - bs)/(2as — v])

/14



)) Solving the Leader Game

Follower Game

Optimal data update frequency:
1 | b vf(R — bs
p(f) = 5= R(f) = oo + L2

2as 2 2as(2as —vf)

¢ = E[®] = E[n Zil(cpi - d'pf) - Zil Rip;]
=N _ . F(O[(ne=R)p(F) = ndp*(F)]
max ¢(R(f))

st. g(R(f)) = 9 (R(f)) —e =0,
g R =NEF(Pp(f) —p=0

@ Lagrangian function
LR(), ) = ¢(R(f)) + GgR()) + 49 (R(f))

KKT
conditions

@ 8 #0,8=0

/ (17&0,(2:0

\ e 3, =0,0,#0
@ 0 #0,0,%#0
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)) Algorithm

Algorithm 1: The AIAI mechanism

input : degree distribution F'(f), worker 7’s degree f, and
some public parameters a, b, c,d, 7, s;

output: R*(f). p*(f). ®*. and QI

E’latform: Determine 1ts tentative optimal strategy (1.e., the

-

I
unit-reward R*(f)) according to Eq. (31): i ' The leader (i.¢., the platform) gives its strategy !

(9]

or each worker 1 =1 € N do

Determine its tentative strategy (i.e.. the data update . .
|| frequency p}(f)) based on R*(f) and Eq. (32): ---- each follower (i.e., worker) determines

if 5 (pr, p_l) < ¢ for Vi then . its strategy based on the strategy of the platform

4

5 lfT . p; < p then

6 Platform: Obtain ®* according to Eq. (33): e |

7 Worker i: Obtain ©Q* according to Eq. (34): ! Case 1:¢; #0, (= ;
8

9

w

else Solving Eq. 36) and ¢'(R(f))=0= R*(f); ~~~~~ T TT o TToTTommmmmmmm e m e m e

Platform: Update its strategy as R*(f): 505
10 Worker i: Update p?(f) based on R*(f): === Case3:¢; =0,0#0 !
11 Calculate ®* and ¥ based on Eqgs. (33) and (34):

12 else

13 | |if S._, p; < p then e : _ !
i=1Fi = L - ase 2: 0,-=0
14 Solvine Eq. (35) and OL/OR(f)=0 = R* : e e e e - (_1_;_&_ - _€2 _________________________ :

5 Ise Solving Eq. 37)= R*(f): —— T T T T T T T T T T T T T T
1 else Solving Eq. (37)= f "lCase4'{1¢O Czio I

16 | Platform and Workers: Update p; (f), R*(f), ®*,€2}: T IR ' ST ¥ )

16



)} Equilibrium Analysis

Lemma

v" The follower game exists at least one pure Bayesian Nash Equilibrium.
Proof:

8*wi(pi, P_i,R)/0p:0P_; = vf > 0, The follower game meets the Single
&*wi(pi, P_i, R)/0p: = —2as < 0. :; Crossing Property of Incremental Returns.

Theorem w

v' The optimal incentive strategy (R*(f),p*(f)) determined by the AIAI mechanism
constitutes the unique Stackelberg equilibrium while satisfying Aol constraints.
Proof:

————————————————————————————————————————————————————————————

' The platform in Stage I ! leen R*(f), E No one can improve its

|  uniquely determines R*(f): :> . workers can pick :> . own utility by deviating

'+ only associated with the i their optimal data  from the optimal strategy
' constant input | ' update strategies i during the process.

17
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)) Evaluation

Experimental Settings

mobile users =2 social friendship

Compared Algorithms
€ Auction-based algorithm @ @
€ Contract-based algorithm

€ AIAI-NS mechanism € Worker/Platform’s Utility

Real Dataset Parameter settings

€ N ranges from [50, 300]

€ The conversion parameters s and
n change from [6, 20] and [7, 10]

& a=5, b=1, c=40, d=5, s=6

@ Chicago Taxi Trips
taxi driver = worker

@ SNAP (Gowalla)

Evaluation Metrics
€ Aol
€ Worker/Platform’s Strategy

19



)) Evaluation

O The existence of the Stackelberg equilibrium for the platform:
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)) Evaluation

O The existence of the Stackelberg equilibrium for workers:

x10 T xlol_
312- a_:a SO v—s=15
a= @ Lo =12
£l oty (1690 -8 21 i (1.02,7.4)
9 aala —A—a=06 () 8
> (1.2, 8:1) = 3 4 = = | [t—s= 6 /A/"'"Iﬂ“ﬁ\
ot k\ o (0.81,6.3) k\
“E 6k, (1.01,7.4) N ‘5 4 (0.67,5.4) \‘\
= 4 1 \\ = | N
5 Optimal Strategy <l ::) 2 (0.46,3:1) )
2} |
0.5 0 15 20 5 30 T T - E—
Strategy of the worker Strategy of the worker
(a) quadratic parameter a (b) conversion parameter s
Influence of the strategy of Influence of the strategy of
the worker under different a the worker under s

21



) Evaluation

O Influence of the number of workers and the strategy of the platform:
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1
Strategy of the platform

Utility of the platform under different N
> Increasing N can improve the profit
of the platform

Utility of the worker

S,
RS

[
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\o

=2}

)

a=6
—8—3=23

60 80 100 120 140 160
Strategy of the platform

Utility of the worker under different PS
> Investing more money can incentivize
each worker to update data
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O Different incentive mechanisms and varied parameters
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)) Conclusion

v We investigate the MCS
incentive mechanism design o
issue with Aol guarantee and
social benefits.

v We model the problem as a two-
stage Stackelberg game, embedded
©  with an incomplete information
Bayesian sub-game.

v We derive the optimal strategies
of this game and prove that o
these optimal strategies form a
unique Stackelberg equilibrium.

v We propose the AIAI mechanism
> -- the platform and workers can
obtain their optimal utilities;

v' Extensive simulations on real- -- meet the Aol constraint.

world traces validate its great @
performance.
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