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APPENDIX
We analyze and prove the time complexity of our two
proposed algorithms.

Proof of Theorem 1.

Proof: Suppose the total number of nodes is m, the
size of the feature set is n, the number of friends of u is
|Nu|, the number of common friends between u and v is
|Cuv|, and the average degree is a.

For calculating the similarity Suv (line 4), each feature
should be considered. It takes the complexity of O(n).
For calculating the direct affinity Ad

uv (line 5), the tie
strength of tu,v should be found. It will be very time-
consuming if we search e(u, v) from the whole edge list.
To avoid this, we can keep an index list according to
the neighbor list for each node. By doing this, we only
need to search the index of e(u, v), and then find tu,v ;
it takes O(|Nu|). Similarly, for indirect affinity siduv (line
6), the time complexity is O(|Cuv|) · (O(|Nu|) +O(|Nv|)).
It takes constant complexity for line 7 and line 8, that
is, O(1). In summary, the complexity of lines 3-7 is
O(|Nu|) · (O(n) + O(|Cuv|) · (O(|Nu|) + O(|Nv|))). It is
worth noting that this is an upper bound, which may be
much larger than the real complexity. The reason is that,
for many users who are at the bottom of the node list,
the similarity, affinity, or even impact, may have been
calculated before. In this case, it is unnecessary to re-
compute. Searching those values only takes a time cost
of O(|Nu|).

The number of average common neighbors is usually
much smaller than the average degree; the feature set is
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usually very small compared to the size of the network.
Thus, O(n) and O(|Cuv|) can be neglected without loss
of generality. Then, we can use a to replace O(|Nu|)
and O(|Nv|). Therefore, it takes the time complexity of
O(a2m) for Algorithm 1.

In an online social network, the degree distribution fits
with the power-law distribution. Therefore, the average
degree a can be taken as a constant. We can deem the
total complexity as O(m) if the network is sparse, as it
usually happens.

In another case of dense network, since the algorithm
only needs local information (i.e., the information of
neighbors within at most 2-hops), we can easily dis-
tribute the computation into several parts to improve
the efficiency. Only some copies of the marginal nodes
between each part are needed, so as to keep the consis-
tency with the whole social graph.

Proof of Theorem 2.

Proof: Let us first consider the process of adjusting
a user u’s social influence (lines 3-6). Both line 3 and
line 6 take constant time cost O(1). For calculating the
proportion of contribution from a neighbor v (line 5),
since all the impacts have been calculated by Algorithm
1, it only needs to search in the neighbor set of v (to find
the index of u), which takes O(|Nv|). So, it takes a total
of O(|Nv| · |Nu|) for lines 3-6.

Then, for each adjustment iteration (lines 2-9), it takes
the time complexity of O(|Nv| · |Nu| ·m). We can use the
average degree a to replace O(|Nu|), O(|Nv|). Therefore,
it takes the time complexity of O(a2m) for each iteration
in Algorithm 2.

Due to the same reason with Algorithm 1, we can
deem the total complexity as O(m) if the network is
sparse. Moreover, since only local information is needed
for updating the social influence, Algorithm 2 can also
be distributively executed to improve the efficiency.


