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Fine-grained Feature-based Social Influence
Evaluation in Online Social Networks
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Abstract—The evaluation of a user’s social influence is essential for various applications in online social networks (OSNs). We propose
a fine-grained feature-based social influence (FBI) evaluation model. First, we construct a user’s initial social influence by exploring
two essential factors, that is, the possibility of impacting others, and the importance of the user himself. Second, we design the social
influence adjustment model based on the PageRank algorithm by identifying the influence contributions of friends. For the aim of fine-
grained evaluation, based on a feature set which includes the related topics and user profiles, we differentiate the feature strength of
users and the tie strength of user relations. We also emphasize the effects of common neighbors in conducting influence between two
users. Through experimental analysis, our FBI model shows remarkable performance, which can identify all users’ social influences
with much less duplication (it is less than 7% with our model, while more than 80% with other degree-based models), while having
a larger influence spread with top-k influential users. A case study validates that our model can identify influential users with higher
quality.

Index Terms—social influence, feature strength, tie strength, common neighbors, online social networks.
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1 INTRODUCTION
Online social networks (OSNs) [1] have attracted a lot
of attention since they allow users to conveniently share
ideas, activities, events, and interests within their in-
dividual networks. Participating users join a network,
publish their profile and any content, and create links to
any other users with whom they associate. The resulting
social network provides a basis for maintaining social
relationships, for finding users with similar interests,
and for locating content and knowledge that has been
contributed or endorsed by other users [2].

In OSNs, various applications, such as personalized
recommendation [3], viral marketing [4], and expertise
discovery [5], have motivated the tremendous attention
of social influence. A wide range of potential applica-
tions also need the evaluation of social influence, e.g.,
selecting or evaluating some excellent scientists [6] (or
employees, specialists, experts, etc.), either for forming
a team of specific aim [7], or for recruiting new members.
Therefore, to evaluate the social influence of users is
becoming an essential technique.

Motivation. Social influence is becoming a prevalent,
complex, and subtle force that governs the dynamics of
all social networks [8]. A few state-of-the-art literatures
have been proposed. Many useful findings have been
made from them, such as the following: different rela-
tionships play different roles [9]; the effect of the social
influence from different angles may be different [10];
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social influence actually exists only when a friendship
has been built up [11]; people decide to adopt activities
based on the activities of the people they are currently
interacting with [12].

However, three challenges remain open: (1) It is still
not very clear what factors should be considered to
construct social influence; (2) It also lacks the ways to
properly integrate those factors in order to evaluate each
user’s influence efficiently and effectively; (3) It is hard
to measure a model due to the lack of ground truth and
commonly accepted standard metrics, putting aside the
diversity of social network applications, as well as the
complexity of the concept of social influence.

Our work in this paper tries to address the above
challenges. We focus on exploring the essential factors
that should be considered to construct a user’s social
influence, and present a general framework to integrate
these factors; we then provide some rational metrics to
measure the efficiency and effectiveness.

Main Ideas. To evaluate a user’s social influence, the
most important thing is to know (1) what is social in-
fluence; (2) which factors may impact a user’s influence;
and (3) how the impact takes place. Social influence is
defined as a change in an individual’s thoughts, feelings,
attitudes, or behaviors that result from interactions with
another individual or group [13]. Generally speaking,
an online social network consists of users, social ties or
relationships between users, and topics they are involved
in. All three parts may impact the social influence of
users, with different approaches.

Gaining further insight into what happens in our daily
lives, we can see that the social ties/user relationships,
common interests, and similar experiences between two
users can be taken as explicit indications of influence,
which we model as the possibility of impact, or impact
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Fig. 1. A simple social network, in which some nodes are
common neighbors of two other nodes (e.g., c1 and c2 to
u and v).

for short. Moreover, there is another essential but implic-
it indication of influence, that is, the personal importance
of the user himself. It is usually overlooked by existing
models, but does exist in real life. For instance, in real
life, the research experts, the leaders, and the presidents
are usually more powerful to influence other people.

We take each related item in user profiles or the topics
they are involved in as a feature. We further present the
concepts of feature strength and tie strength to identify
the fine-grained user influence.

We also analyze the interpersonal structures between
users. In user-degree based models, all neighbors are
taken equally, which is not consistent with real life. We
emphasize the effects of the common neighbors. Taking
Fig. 1 for instance, when considering the possibility of
impact between u and v, in spite of their direct affinity,
we believe that the two common neighbors, c1 and c2,
have more chances and strength to conduct influence
between u and v (than other friends of u1, u2, u3, v1,
and v2), which we model as indirect affinity.

Moreover, as we may find in our physical world, a
person’s influence can impact his friends’ influences, and
vice versa. Similar patterns exist in OSNs. Thus, the over-
all influence of a user should reflect the total influence
in corresponding aspects to corresponding friends.

Contributions. We propose a novel model to evaluate
a user’s feature-based social influence, called FBI for
short. Our goal is to develop a fine-grained model, which
shows what the social influence of each individual is on
a given feature set. Our contributions are as follows:

i) To the best of our knowledge, we are the first to
extract the two essential parts of social influence:
the possibility of impact between two users, and
the importance of each user, himself. We analyze
and construct each part. We also conduct experi-
ments to discover how each part affects the social
influence.

ii) We differentiate the feature strengths of users and
the tie strengths of edges in a social network,
based on the features being considered. In addition,
we emphasize the effects of common neighbors
between two users. Moreover, we design the in-
fluence adjustment model based on the PageRank
algorithm by identifying friends’ contributions.

iii) We identify three metrics to measure a model,
which are extracted from related research. We take

an evaluation model to be effective if it has less
duplication of the value of influence, a larger in-
fluence spread with top-k influential users to influ-
ence more users, and higher identification accuracy
to identify influential users.

iv) We evaluate FBI using three data sets: HEPTH
[14], DBLP [15] and ArnetMiner [16]. Experimental
results show that our model can evaluate all users’
social influences with less duplication (it is less
than 7% with our model, while more than 80%
with the user-degree based models), while having
a larger influence spread. A case study with the
ArnetMiner coauthor data set demonstrates that
the FBI model can identify influential users with
high accuracy.

The remainder of this paper is organized as follows:
Section 2 surveys related work. Section 3 states the
problem we address, and presents the overview of our
approach. Section 4 describes the details of FBI. Section 5
describes the experimental evaluation. Finally, Section 6
concludes this paper and suggests future work.

2 RELATED WORK
A common approach to identifying influential users is
to analyze the social network structures [17]. Opsahl
et al. [18] presented an evaluation model of a user’s
reputation, based on degree centrality. Newman [19]
discovered the very notion of influential users that is
closely related with closeness centrality. Katona et al. [20]
presented an evaluation model of a user’s reputation
using betweenness centrality. How the tie strength re-
lates to influence and information diffusion was studied
in [21]. In this paper, we also explore the local topology
information to construct user influence.

Fei et al. [11] identified a new factor of social influence,
i.e., the “gravitation” between users, which they called
“user attractor.” Tang et al. [8] proposed a quantitative
measure of topic level influence. In this paper, we con-
sider a much broader concept, which we call the feature.
It can include all the topics being considered, as well
as items in user profiles such as gender, age, special
interests, and so on.

Crandall et al. [12] studied the feedback effects be-
tween similarity and social influence in online commu-
nities. The authors recommended a future direction of
combining the two factors, which motivates our work.
In our previous work [22], the indirect similarity via
common neighbors was used to construct the initial
social influence.

In this paper, we aim to identify the factors of the
features (which can be chosen from topics and user
profiles), the local network topology, and the similari-
ty, as well as the personal importance, to construct a
comprehensive social influence evaluation model.

3 OVERVIEW
The goal of social influence evaluation is to derive the
feature-based social influence, based on the input net-



3

TABLE 1
Notations.

SYMBOL DESCRIPTION
G = (V,E) online social network
u/v/e(u, v) node u, v, and the edge between the two nodes

F {fi | i ∈ [1, n]}, the feature set
−→
Fu the feature strength vector of u
tuv the tie strength of e(u, v)
Nu the neighbor set of u
Cuv the set of common neighbors of u and v
−−→
Suv the similarity
−−→
Ad

uv the direct affinity
−−→
Aid

uv the indirect affinity
−→
Iinuv the impact between u and v
−−→
Ioutu the importance of u

wu/IFu the initial/general feature-based influence of u

work and the features being considered. We first intro-
duce some terminologies, and then define the social in-
fluence evaluation problem. The notations are described
in Table 1; and all the variables are normalized into the
range of [0,1].

Terminologies. A social network is modeled as an
undirected graph G = (V,E), with V indicating the
users in the network and E indicating the social
ties/relationships between users. Two users are taken as
neighbors if there is an edge between them.

According to the features being considered, a feature
set can be determined, which contains the related topics
or user profiles. Based on this, we present the concepts of
feature strength and tie strength, representing the strength
of a user on a specific feature, and the strength of
a social tie between two users, respectively. Suppose
F = {f1, f2, ..., fn} is the feature set. For each user u, we
define a feature strength vector

−→
Fu = (fu1 , fu2 , ..., fun),

with fui representing the strength of u on the specific
feature fi. For each edge e(u, v), we use tuv to represent
the tie strength between u and v.

We aim to discover the key factors that can be used to
construct a user’s social influence, and to design a proper
framework to integrate the factors in order to evaluate a
user’s social influence in OSNs efficiently and effectively.
To this end, we identify three metrics to measure social
influence evaluation models:

• The percentage of duplication. It should be able to
distinguish the social influence of different users as
much as possible, i.e., the values of all users’ social
influences have little duplication.

• The influence spread. The users with high influence
(top-k users) should be able to spread the influence
information to a large range.

• The identification accuracy. It should identify influen-
tial users with high accuracy.

Problem Definition. Given a social network G =
(V,E), and a feature set F = {f1, f2, ..., fn}, the problem
is: How is it possible to evaluate the social influence of
each user with less duplication, a larger influence spread,
and a higher prediction accuracy?

Before describing our solution framework, we first

Fig. 2. Solution framework.

introduce the PageRank algorithm, which will be used
in our work.

PageRank is a link analysis algorithm used by the
Google Internet search engine [23]. The rank value in-
dicates the importance of a particular page. A hyperlink
to a page counts as a vote of support. The PageRank
of a page is defined recursively, and depends on the
number and the PageRank metric of all pages that link
to it. A page that is linked to by many pages with high
PageRanks receives a high rank, itself. If there are no
links to a web page, then there is no support for that
page. Formally, the rank value PR(s) of a given page s
is given by:

PR(s) = C ·
∑

l∈Nin
s

PR(l)

Nout
l

,

where C is a normalized constant. N in
s represents all

pages pointing to s, and Nout
l represents the number of

links that l (l ∈ N in
s ) points to.

Quite similarly, in real life, a user’s social influence
also depends on the quantity and quality of his friends.
Just as in the “Matthew Effect,” the phenomena that
“the rich get richer and the poor get poorer” exists
universally. This finding will be used in our work.

Our Approach. As shown in Fig. 2, through the pro-
posed feature-based influence (FBI) model, each user is
being assigned a numerical value as his social influence,
and each edge is labeled with the proportion of influence
contributions from one user to another:

i) Impact analysis and importance estimation. We extract
two essential factors of a user’s social influence:
(1) The possibility of impacting others. Given two
connected users, we first integrate their feature-
based similarity and tie strength to construct their
direct affinity, then calculate their indirect affinity
via common neighbors. Finally, we combine the
direct and indirect affinities to get the final impact;
and (2) the importance of the user, himself. Many
metrics can be flexibly applied, such as the feature-
strength, or the role in a network.

ii) Initial FBI construction. We integrate the two parts of
the impact and the importance using an adjustable
weighted sum method to construct a user’s initial
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social influence. To be specific, we combine (1) the
summation of a user’s impact with all his neigh-
bors, and (2) the importance of the user, himself,
with a weighted sum factor, to measure a user’s
initial social influence.

iii) FBI adjustment. We observe the fact that everyone
makes different contributions to their friends, and
vise versa, which is very similar to the idea of the
PageRank algorithm. Inspired by that, we model
the adjustment of all users’ feature-based influ-
ences with a similar approach.

4 THE FBI MODEL IN DETAIL

In this section, we present the details of the FBI model.
We first introduce the two factors of impact and im-
portance. We then use them to construct and adjust the
feature-based influence.

4.1 Impact Analysis
In this subsection, we analyze the feature-based direct
and indirect affinities between users to construct the
impact. All three concepts of direct affinity, indirect
affinity, and the final impact can be represented as a
vector, according to the feature set. They can also be
simplified as a simple value if all the features can be
treated equally. Moreover, we normalize each item into
the range of [0, 1].

Direct affinity. Observing from real life, we know that
the larger the similarity is between two users, and the
more frequently they contact each other, the larger the
affinity is between them. Therefore, we first define the
similarity, then combine it with tie strength to gain the
direct affinity.

Given a feature set F = {f1, f2, ...fn}, we consider the
feature-based similarity between two connected nodes u

and v, denoted as
−−→
Suv. The ♢ operator is used to combine

the similarities from all the features:

−−→
Suv = ωu♢ωv (1)

As a simple example, we can calculate the final simi-
larity as follows:

suv =
1

n
·
∑

i∈[1,n]

si,

where

si =

{
λ fui

= fvi = 0

fui · fvi other.

Here, the similarity vector
−−→
Suv is simplified as suv . In

addition, in the case of fui = fvi = 0, we regard it as
partial similarity. The intuition is that, at least they are
not absolutely different, which occurs when they are not
involved in common areas. We can treat the case in two
ways: (1) taking it as half similarity (λ = 0.5), or (2)
taking it as random similarity, and generating a random
number in [0,1) to represent it.

Fig. 3. A social network with feature strengths (of nodes)
and tie strengths (of edges).

Taking Fig. 3 for instance, the similarity of each con-
nected pair of nodes will be calculated as follows: suv =
(0+0+0.15+0+0)/5 = 0.03, suc1 = (0+0+0+1+0.5)/5 =
0.3, suc2 = (0+0.5+0.09+0+1)/5 = 0.318, svc1 = (1+1+
0+0+0)/5 = 0.4, svc2 = (1+0+0.15+0.5+0)/5 = 0.33.
Note that, since fu2

= fc22 = 0, and fv4
= fc24 = 0, here,

we let λ = 0.5.
The � operator is used to combine the similarity and

the tie strength into direct affinity for two connected
users: −−→

Ad
uv = tuv�

−−→
Suv (2)

Again, as a simple example,

Ad
uv = tuv · suv.

Here, we use product (·) to combine the tie strength
and the similarity of two users. Other operators may be
flexibly used, according to the specific contexts.

Taking Fig. 3 for instance, the direct affinity of each
pair of nodes will be calculated as follows: Ad

uv = 0.03 ·
0.8 = 0.024, Ad

uc1 = 0.3 · 0.6 = 0.18, Ad
uc2 = 0.318 · 1 =

0.318, Ad
vc1 = 0.4 · 1 = 0.4, Ad

vc2 = 0.33 · 0.5 = 0.165.
Indirect Affinity. A friend of a friend’s idea may

influence our thoughts. In this case, common friends
work as a bridge of propagating information (ideas,
news, and influences, etc.). Based on the observation, we
emphasize the effect of common neighbors, and consider
the indirect affinity. Here, we assume that all common
friends have positive effects on the affinity. In fact, it
may be much more complex in reality. For instance, the
effects of bad-mouthing may lead to negative effects.

Intuitively, there are several conditions that the indi-
rect affinity, denoted as

−−→
Aid

uv, should satisfy:
• It should be a monotonically increasing function of

the number of the common friends. The intuition
is that, having one more common neighbor, the
chance to influence others, or be influenced, will be
increased.

• The same rule of (1) also applies to the common
features and tie strengths. The intuition is that,
having one more common feature or stronger ties,
the strength to influence others, or be influenced,
will be increased.

• It should be normalized into the same scale, with
direct affinity

−−→
Ad

uv. Since
−−→
Ad

uv is the 1-order function
of features associated with u and v, then Aid

uv should
also be some 1-order function of that.
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• It should have an upper bound, i.e., it will stop
increasing when it reaches some threshold. Since we
normalize all the variables into [0,1], we use 1 as the
upper bound.

Several normalization approaches meet the above re-
quirements. Here, we use the square root normalization
as an example in the following:

Aid
uv = min

1,

√ ∑
c∈Nu∩Nv

Ad
uc ·Ad

cv

 (3)

Taking Fig. 3 for instance, the indirect affinity of each
connected pair of nodes will be calculated as follows:
Aid

uv =
√
0.18 · 0.4 + 0.318 · 0.165 ≈ 0.3528, Aid

uc1 =√
0.024 · 0.4 = 0.098, Aid

uc2 =
√
0.024 · 0.165 ≈ 0.0629,

Aid
vc1 =

√
0.024 · 0.18 ≈ 0.0657, Aid

vc2 =
√
0.024 · 0.318 ≈

0.0874. Note that, c1 and c2 are the common neighbors
of u and v; v is the common neighbor of u and c1, as
well as u and c2; u is the common neighbor of v and c1,
as well as v and c2.

The Final Impact. The possible impact between u and
v, which represents how much affinity exists between the
two users, is denoted as Iinuv, and is defined as follows:

Definition 1: The possible impact between two con-
nected users is the integrated effect of their direct and
indirect affinities. It can be calculated as follows:

−→
Iinuv = q ·

−−→
Ad

uv + (1− q) ·
−−→
Aid

uv, q ∈ [0, 1] (4)

Taking Fig. 3 for instance, if q = 0.5, the impact of each
pair of nodes will be calculated as follows: Iinuv = Iinvu =
0.5 · 0.024+0.5 · 0.3528 = 0.1884, Iinuc1 = Iinc1u = 0.5 · 0.18+
0.5·0.098 = 0.1675, Iinuc2 = Iinc2u = 0.5·0.318+0.5·0.0629 =
0.1905, Iinvc1 = Iinc1v = 0.5 · 0.4 + 0.5 · 0.0657 = 0.2329,
Iinvc2 = Iinc2v = 0.5 · 0.165 + 0.5 · 0.0874 = 0.1262.

4.2 Importance Estimation
The data mining literature is rich in problems, asking
to assess the importance of entities in a given data set
[6]. In this paper, we do not focus on the methods of
estimating entity importance, but the role of importance
with respect to social influence. Since the importance of
u works as a part of influence beyond the group of two
users, i. e., u and his neighbor, we denote it as

−−→
Ioutu .

We can define the importance according to different
situations. For instance, if the features can be treated in
the same way, the importance can be the total of the
feature strengths, as the following:

Ioutu =

∑
i∈[1,n] fui

n
(5)

Taking Fig. 3 for instance, the importance can be
calculated as: Ioutu = 2.3/5 = 0.46, Ioutv = 2.5/5 = 0.5,
Ioutc1 = 3.5/5 = 0.7, Ioutc2 = 2.3/5 = 0.46. Here, we nor-
malize the importance to [0, 1], by dividing the maximum
possible importance.

In some other cases, we may measure the importance
as a user’s centrality, such as degree (the number of

Algorithm 1 initFBI(G,F )
Input: G, a social network; F , a feature set.
Output: G′, a social network with each node u being

assigned an initial feature-based influence wu.
1: for each node u ∈ G do
2: wu ← 0.
3: for each neighbor v ∈ Nu do
4: Calculate similarity

−−→
Suv using Eq. 1,

5: direct affinity
−−→
Ad

uv using Eq. 2,
6: indirect affinity

−−→
Aid

uv using Eq. 3,
7: impact

−→
Iinuv using Eq. 4,

8: and importance
−−→
Ioutu using Eq. 5.

9: Update the initial social influence wu using Eq. 6.

his neighbors) or betweenness (how many paths should
come across the node for any pair of two other nodes). In
the scientific collaboration/citation network, the number
of citations, the number of published papers, or the H-
index may indicate an author’s importance.

4.3 Initial FBI Construction
Generally speaking, the more friends a user has, the
larger social influence he has. It is similar to the ranks of
web pages in the PageRank algorithm: the more related
(incoming) links a web page has, the more important the
web page is. Besides that, as what happens in real life,
people who are with high personal importance are more
powerful in influencing others. Therefore, we use the
summation of a user’s impact with his neighbors, as well
as the importance of the user, himself, to measure his
initial feature-based social influence (FBI). It is calculated
as follows:

wu = p · Ioutu + (1− p) ·
∑
v∈Nu

Iinuv (6)

Let us take Fig. 3 for instance. Suppose p = q = 0.5, the
initial FBIs of all users are calculated as follows: wu =
0.5 · 0.46 + 0.5 · (0.1884 + 0.1675 + 0.1905) = 0.5032, wv =
0.5 · 0.5 + 0.5 · (0.1884 + 0.2329 + 0.1262) = 0.5238, wc1 =
0.5 ·0.7+0.5 · (0.1675+0.2329) = 0.5502, wc2 = 0.5 ·0.46+
0.5 · (0.1905 + 0.1262) = 0.3884.

Algorithm 1 shows the complete process of construct-
ing the initial FBIs for all users. We give the time
complexity in the following theorem.

Theorem 1: The time complexity of Algorithm 1 is
O(a2m), where a is the average degree of nodes, and m
is the number of nodes (See the Appendix for the proof).

4.4 FBI Adjustment
We present an FBI adjustment model by first identifying
the contribution of friends to a user’s social influence,
then we conduct the adjustments using the iterative
approach.

Based on the intuition that the social influence of a
friend can impact a user’s social influence, we propose
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(a) (b)

Fig. 4. (a) The initial social network (undirected graph);
(b) The influence network (directed graph).

the Feature-based social influence (FBI) adjustment mod-
el in the following:

Definition 2: Feature-based influence adjustment: In a
social network G = (V,E), the feature-based social influ-
ence of a user u, denoted by IFu , is the total of influence
contributions from his friends, IFv→u. It is represented as:

IFu =
∑
v∈Nu

IFv→u

Note that, in the initial state, IFu = wu.
The Contribution of Friends. However, how can we

measure the influence contribution from v to u? Inspired
by the idea of PageRank, we argue that the contribution
from one user to another should be set with a proper
proportion, as follows:

Definition 3: The proportion of influence contribution
from one user v to its neighbor u is:

pvu =
Iinuv∑

i∈Nv

Iiniv
(7)

Taking Fig. 4(a) for instance, the contribution from v to
u can be measured by IFv ·pvu, and the contribution from
u to v can be measured by IFu · puv . It is worth noting
that, in general, puv is not the same as pvu. We redefine
the adjustment model, as seen below:

IFu =
∑
v∈Nu

IFv · pvu (8)

Now, the undirected social network is evolving into
a directed influence network. Each edge is labeled with
the proportion of influence contribution from one user
to another, as shown in Fig. 4(b).

In summary, the FBI value of u, IFu , is mainly depen-
dent on the number of friends, |Nu|; and the quality of
friends, including the influence IFv of each friend v and
the proportion of contribution pvu.

The Adjustments. We design the adjustment process
of FBI with the iterative method. For the ease of un-
derstanding, we first take a global view to describe the
process. Then we design a local adjustment algorithm,
which can be executed locally by each node.

We can take the system (an OSN1) in a given time
as a state. Suppose there are a total of m users in an
OSN. Each user is assigned an initial influence. Then,

1. Isolated nodes who have no neighbors are excluded.

Algorithm 2 AdjustFBI(G′)
Input: G′, a resulting social network from Algorithm

InitFBI.
Output: GI , an influence network.

/∗ Let c count the adjustment iteration. Initially,
IF

(0)

v ← wv, which is calculated by Algorithm InitFBI;
c← 1. After each iteration, c← c+ 1. ∗/

1: while true do
2: for each node u ∈ G′ do
3: IFu ← 0.
4: for each neighbor v ∈ Nu do
5: Calculate the proportion pvu using Eq. 7.
6: Update IFu using Eq. 8.
7: Calculate ρ(c) using Eq. 9.
8: if ρ(c) − ρ(c−1) → 0 then
9: End the adjustment iteration.

the distribution matrix of all users’ FBI can be denoted as
IF = (IF1 , ...IFi , ...IFm)T , where IFi represents the feature-
based influence of a user i.

With the adjustment process, each user’s current influ-
ence is distributed to each of his neighbors with a certain
proportion, just like when a page votes for another page
in PageRank. Then, the system may transit from one
state to another. According to the influence adjustment
equation (Eq. 8), we define the state transition matrix, P ,
as the following:

P =


0 p21 ... p(m−1)1 pm1

p12 0 ... p(m−1)2 pm2

... ... ... ... ...
p1(m−1) p2(m−1) ... 0 pm(m−1)

p1m p2m ... p(m−1)m 0


Here, m is the number of users, and each item is exactly
the proportion of contribution from i to j, pij (Eq. 7), the
range of which falls in [0,1]. Moreover, the summation
of all items in each column is 1, i.e., Σj∈[1,m]pij = 1, for
all i ∈ [1,m].

Let IF
(0)

represent the initial matrix, and IF
(c)

rep-
resent the resulting matrix after being adjusted by c

steps. It can be calculated as IF
(c)

= P · IF (c−1)

= ... =

P (c) · IF (0)

.
To measure the convergence speed of the adjustment

process, we define the average variation [11] of FBI:

ρ(c) =

∑
u∈V

|IF (0)

u − IF
(c)

u |

m
, (9)

where m is the number of total nodes, IF
(0)

u is the initial
FBI value of u, and IF

(c)

u is the updated result. We
validate the iteration convergence in the experiments.

We also design a local adjustment algorithm, as shown
in Algorithm 2. We give the time complexity of each
iteration in the following theorem.

Theorem 2: The time complexity of each iteration in
Algorithm 2 is O(a2m), where a is the average degree of
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TABLE 2
Description of the data sets.

Items HEPTH DBLP
Number of nodes 31,163 317,080
Number of edges 120,029 1,049,866
Average degree 8 6.62

Maximum degree 202 343

nodes, and m is the number of nodes (See the Appendix
for the proof).

5 EXPERIMENTAL EVALUATION

In this section, we evaluate the performance of FBI with
experiments in real social network data sets.

5.1 Experimental Design

To validate the effectiveness of FBI, we conduct experi-
ments in three real social network data sets: HEPTH [14],
DBLP [15], and ArnetMiner (topic-107) [16].

Data Set and Preprocess. HEPTH is a paper co-
operation network between the high-energy physicists,
who posted preprints at arXiv [14]. In HEPTH, each
node represents an author, and each edge represents the
cooperative relations; moreover, each edge is weighted
with the collaboration strength. We predefined 5 features
and crawled the web site to assign the feature strength
to each node. The DBLP coauthor data set2 is published
by Leskovec [15], in which nodes are represented by
anonymized numerical identifiers without feature in-
formation; no edge weight is provided. We generate
the missed information by randomly assigning feature
strengths and tie strengths. The third data set is a part
of the ArnetMiner network, which is about the coauthor
relations in the research area of Web services, denoted
as topic-107. It has 400 authors and 777 edges. We use it
for a case study.

The statistics of HEPTH and DBLP are shown in Ta-
ble 2. The degrees are distributed exponentially (Fig. 5),
which fit with the power-law distribution.

Evaluation Metrics. We consider three metrics:
Metric 1: The percentage of duplication. A good mod-

el should distinguish all users’ influences as much as
possible[11]. Thus, less duplication indicates higher ef-
ficiency. It is the ratio of influence duplications of all
nodes, denoted as η. Suppose ξ is the number of different
influence values, it is calculated as

η =

{
1 if(ξ = 1)

1− ξ
m others,

where m is the total number of nodes.
Metric 2: The influence spread. It is a metric to measure

how many users can be influenced by k specific users
(seeds). To test the influence spread, the methods of
diffusing social influence should be determined. We use
the Independent Cascade (IC) Model [24]:

2. http://snap.stanford.edu/data/com-DBLP.html
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Fig. 5. Degree distributions of the data sets.
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Fig. 6. Trend of average variation of FBI.

• For the social network G = (V,E), each node has
only two states (active or inactive); each node can
only transit from the inactive state to the active state.

• At some time t, if a node u is active, then it will have
the ability to activate its connected node v, only if
v is in the inactive state. Node u can successfully
activate v with some probability, which is called the
activation probability.

• If v is activated successfully, it will have the ability
to activate its connected nodes.

• Repeat the above steps until there is no new node
that can be activated.

Metric 3: The identification accuracy. Due to the lack of
the ground truth, there is no fixed answer to who are
more influential in reality. As an alternative, we turn to
measure the quality of the selected top-k users. Higher
quality indicates higher accuracy.

Models of Comparison. We compare our model with
user attractor-based social influence model [11] (UAI for
short) and the user degree centrality based influence
model [18] (UDI for short). Similar to FBI, they can also
be taken as local topology-based models.

UAI first calculates “user attractor” using wuv =

Gs |Nv||Nu|
(cost(u,v))2 , where Gs is a constant and has a suggested

value of 6; |Nv| and |Nu| are the degrees of v and u;
cost(u, v) is the connection cost, which is defined as the
length of the shortest path between u and v. Then, all
“user attractors” of neighbors are summarized as the
influence, IAu =

∑
v∈Nu

wuv.
UDI only considers the local structure around a node.

Formally, it is calculated as IDu = |Nu|.

5.2 Experimental Results and Analysis
Convergence of FBI. Fig. 6 shows the average variations
of FBI with different settings of p and q. The result
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TABLE 3
Parameter settings for duplication of FBI.

Parameters Settings
1 2 3 4 5 6 7 8

Tie Strength Y Y Y Y N N N N
Value of p 0 0 0.5 0.5 0 0 0.5 0.5
State I S I S I S I S

Y: Considering tie strength
N: Without considering tie strength
I: Initial state
S: Stable state

validates the convergence of the FBI adjustment model,
i.e., after some iterations, the FBI value becomes stable.
In fact, after about 15 iterations, the change of the
average variations ρ(c) − ρ(c−1) < 0.0001. Moreover, p
takes a more significant effect on the average variation
than q. In both HEPTH and DBLP, if we keep q = 0.5,
the average variation is increased with p.

The Percentage of Duplication. On parameters set-
tings for UAI and UDI, we consider the initial state and
the stable state.

Fig. 7 shows the results: (1) the percentage of du-
plication of the UDI model is the highest, being more
than 99% duplication. The second highest model is
UAI, which is more than 80% duplication. (2) As for
FBI, if considering both direct and indirect affinity, or
even only considering indirect affinity, the percentage of
duplication is lower (less than 25% in the initial state).
However, if only considering the direct affinity (q = 1.0),
the duplication is much higher, which is more than 50%
in the initial state. (3) The duplication in the stable state
is much lower for FBI with q ∈ [0, 1). That is, less
than 7% in HEPTH, and less than 3% in DBLP. (4) The
duplications of FBI that consider the factor of tie strength
are much lower, especially in the initial state.

From the comparison, we can see that FBI shows
a better and more stable performance in identifying a
user’s social influence. In addition, simply considering
the degree (like UDI), or simply considering the direct
affinity (like FBI with q = 1.0), cannot distinguish a
user’s social influence from the others. We show that
the reasons are: (1) the degree distribution of online
social networks is known to be a power-law distribution,
which indicates that most of the users have the same de-
gree. (2) in a large social network (millions of users), the
feature set is relatively small (it is 5 in our experiments);
then, it is with high probability that multiple pairs of
nodes have the same direct affinity. The findings validate
the effectiveness of considering common neighbors.

The Influence Spread. As mentioned before, we use
the IC model to propagate influence. To conduct the
influence propagation, the probabilities of propagation
in each edge should first be determined. Much work
took non-uniform activation probability, such as [25]
and [26]. We define the following strategies to generate
asymmetric and nonuniform propagation probabilities:

• The similarity based cascade (SC) model: Each edge
is assigned an activation probability with the simi-
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Fig. 7. The percentage of duplication. The parameters
of FBI are set in Table 3. The two bars of UAI and UDI
represent the duplication in the initial and stable states,
respectively.
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Fig. 8. Influence spreads of top-k nodes.

larity calculated by our FBI model.
• The TRIVALENCY model: We modified the mod-

el in [27]. For every edge e(u, v), we uniformly
and randomly select a probability from the set of
{0.5, ave, 0.001}, corresponding to high, medium,
and low influences. Here, ave represents the aver-
age similarity calculated with FBI, which is 0.37 in
HEPTH, and 0.34 in DBLP.

We use the SC model for FBI and the TRIVALENCY
model for UAI and UDI. To obtain the influence spread
of each model, we select top k = (1, 6, 11, ..., 46) influen-
tial nodes as seeds, simulate the IC propagation 10,000
times, and take the average results. Besides UAI, UDI,
and FBI, we also implement a random algorithm as the
baseline, which selects seeds randomly.

Fig. 8 shows that the influence spread of FBI is larger
than the other three models. UAI and UDI have almost
the same spread, while the random method initially has
less spread. Then, when the size of seeds gets larger
(about 10 or 15 seeds), the performance of random
method becomes almost the same as UAI and UDI.
Moreover, the change of influence spread with an in-
creasing number of seeds is insignificant for FBI, UAI,
and UDI. The reason is because, the most influential
users (top-1) can activate most of the other seeds. This
finding is not surprising since our focus is not on influ-
ence maximization, but the influence of each user.

In conclusion, taking both the percentage of dupli-
cation and the influence spread into consideration, FBI
beats the other three models. It has less duplication, as
well as a larger influence spread.
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TABLE 4
The top-10 influential users identified by different models.

Top-10 UAI UDI FBI
q = 0.2 q = 0.5 q = 1.0 p = 0.4 p = 1.0

1 307 307 328 328 328 328 328
2 213 213 51 51 213 213 51
3 328 328 307 213 307 51 213
4 51 289 213 307 239 307 307
5 239 39 370 239 51 239 239
6 370 51 239 370 113 370 370
7 289 122 399 399 58 399 399
8 39 239 113 113 370 113 113
9 399 370 254 254 316 254 316
10 122 226 79 316 200 316 58

TABLE 5
Quality of top-10 users in topic-107.

Model Number of Papers Average Degree
UDI 56.9 19.5
UAI 58.6 19.4
FBI(q=p=0.5) 74.4 17
FBI(q=p=0) 69.7 16.7

5.3 Case Study

The Quality of Top-k Influential Users. Table 4 shows
the top-10 influential users in topic-107, selected by UAI,
UDI, and FBI, respectively. For FBI, we take it as default
that p = 0.5, q = 0.5. For instance, the 4th column,
q = 0.2, indicates that p = 0.5. Just taking the most
influential users for instance, UAI and UDI select user
307, while FBI selects user 328. User 307 published 72
papers, and has 27 coauthors, while user 328 published
125 papers, and has 23 coauthors. We manually searched
their H-index in Google Scholar and they are 12 and 46,
respectively. From the comparison, we can say that user
328 is more influential. Moreover, Table 5 validates that
FBI can identify more influential users (whose impor-
tance, in terms of the number of published papers, is
larger) than UAI and UDI. The results indicate that FBI
can identify influential users with higher quality.

The Effects of Feature Strength. Fig. 9 shows the per-
centage of duplication of the topic-107 data set. Figs. 9(a)
and 9(b) indicate that considering the feature strength
will reduce the percentage of duplication in initial state
significantly. Moreover, feature strength can also be used
to construct the importance.

The Effects of p and q. As we have mentioned before,
p is the proportion of the importance within the total
influence, while q is the proportion of the direct affinity
within the total impact. Therefore, with the increase of p,
the importance takes more effect on a user’s social influ-
ence; while, with the increase of q, the direct similarity
takes more effect on a user’s impact with his neighbors,
and then on the final social influence.

Fig. 6 shows the effects of p and q on the convergence
of FBI, which shows that a larger value of p leads
to a larger variation of FBI. From Fig. 9, we can see
that different settings of p and q will lead to different
duplications. For instance, Figs. 9(a) and 9(d), a bigger
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Fig. 9. The percentage of duplication in topic-107. (a) and
(d) consider feature strength while (b) and (c) do not.

value of p leads to a larger duplication in the initial
state. Table 4 shows that FBI with different p and q select
different top-10 influential users.

In summary, the selection of p and q will affect all three
metrics of influence duplication, influence spread, and
identification accuracy. However, it is difficult to provide
a general rule to determine proper values of p and q for
all scenarios. A suggested solution is selecting proper
values according to the specific context.

5.4 Summary of Experiments
The above experiments validate the effectiveness of FBI:
it can identify all users’ social influences with less dupli-
cation than existing user degree-based models, and lead
to a larger influence spread. The case study demonstrates
that all the factors of the feature strength, the tie strength,
the proportion of direct and indirect affinity (q), and
the proportion of impact and importance (p) can impact
the percentage of duplication, as well as the accuracy of
identifying the most influential users.

6 DISCUSSION AND FUTURE WORK

In this paper, we propose a fine-grained feature-based
social influence evaluation model, FBI for short. We
explore the two essential factors, the impact and the
importance, to construct a user’s social influence, present
a general framework to integrate those factors, and
provide some rational metrics to measure the efficiency
and effectiveness. For the aim of fine-grained evaluation,
we differentiate the feature strength of users and the tie
strength of user relations. We also emphasize the effects
of common neighbors in conducting influence between
two users. Experimental results show the effectiveness
of FBI.

Generality. The FBI model is more general and more
powerful than existing models. Our previous work [22]
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can be taken as a special case in which we only consider
the indirect similarity between two users (disregarding
the tie strength, the importance of a user, and the direct
affinity), and each feature is equally treated, which leads
to higher duplication (about 42%) than FBI (less than
7%); moreover, the top-k users selected by the previous
model are not as accurate as in the FBI model, since
it neglects some key factors of social influence, such
as the tie strength, the importance of a user, and the
direct affinity. Some other models can also be taken as
a special case of FBI. For instance, FBI becomes a topic-
based model if the feature set contains only topics; it
becomes a community influence evaluation model if the
feature set contains features in a single community; it
can be taken as a unified model if the feature set contains
features from multiple communities or social networks.

Scalability. First, the complexity of the proposed algo-
rithms are proportional to the number of nodes, which
indicates that they have good scalability. Second, the
algorithms in FBI are local algorithms, in which the com-
putation is conducted on each user and his neighbors.
Therefore, the efficiency can be improved by distributing
the calculation into several parts. Last but not least,
although FBI can be applied to large social networks, we
believe it is more common that in daily life applications,
e.g., selecting or evaluating some excellent scientists (or
employees, specialists, experts, etc.), the network scales
are usually not very large.

Future Work. In this paper, we provide a general
framework to integrate the essential factors of social
influence. More specific context-based rules can be ex-
plored in the future. Another interesting direction is to
measure the tie strengths based on different features.
Moreover, in a real social network, we have found that
influential users are usually taken as more trustful than
other users, and vice versa. Therefore, identifying the
bidirectional effects between influence and trust [28],
and constructing a comprehensive “reputation and trust-
based system” [29], is also meaningful work.
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