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Abstract—Mobile edge computing (MEC) reduces data service
latency by pushing data to the network edge. However, due to
the dynamic and diverse requests of mobile users, the problem
of mobile edge caching is more complex than cloud caching.
Therefore, the existing model-based caching strategies cannot
be directly used in the mobile edge caching environment. Be-
sides, when taking the cooperative storage relationship between
neighbor edge servers into consideration, the caching problem
becomes more difficult. To this end, we formulate an mobile
edge caching problem to minimize the total latency in mobile
edge computing. Firstly, a heuristic caching strategy is proposed
to solve the mobile edge caching problem in the single-time-
slot scenario. Then, with the consideration of users’ mobility
and the correlation of files, we propose a caching strategy
for the multiple-time-slot scenario based on multi-agent deep
reinforcement learning. To address the cold start problem in deep
reinforcement learning, we adopt the proposed heuristic caching
strategy used in the single-time-slot scenario to further optimize
the training results. Extensive experiments on generated data and
real-world datasets are conducted to verify that the proposed edge
caching strategies can achieve the minimum latency compared
with the state-of-the-art strategies.

Index Terms—mobile edge computing, file caching strategy,
multi-agent deep reinforcement learning

I. INTRODUCTION

MOBILE Edge Computing (MEC) [1] is a novel network
architecture that provides computing service at the

edge of the mobile network. MEC empowers Mobile Cloud
Computing (MCC) by deploying cloud resources, e.g., storage
and processing capacity, to the edge within the Radio Access
Network (RAN) [2], [3]. In most cases, the edge server needs
to provide the corresponding data or files to users according
to their requests. However, due to the limited storage capacity
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Fig. 1: An example of the mobile edge caching problem.

of the edge servers, users’ requests cannot be well satisfied,
which raises the fundamental edge caching problem in MEC
[4].

To provide the edge caching service, the network service
providers usually set up the cloud servers in several locations
to serve users in a large area, thus the cloud servers are farther
away from users in the physical world than the edge servers.
Therefore, under the same network conditions (bandwidth and
routing), the latency of obtaining files from the cloud server is
usually much greater than that of the edge servers. In order to
minimize the latency of obtaining files, users should obtain
files from the edge server as much as possible. A simple
example of the mobile edge caching problem is shown in Fig.
1, it is necessary to design an effiective caching strategy for
the edge servers to make efficient use of the limited storage
capacity in order to reduce the latency of obtaining files.
Some existing works either propose prediction models based
on historical patterns [5] and social patterns [6], [7] to predict
the popularity of content, or rely on models assuming that the
popularity of content is known [8], [9], which are not adaptive
enough to the highly dynamic and heterogeneous environment
in mobile edge caching.

There are three main challenges in the above edge caching
problem, the first one is how to propose a reasonable caching
strategy in the single-time-slot scenario based on users’ current
requests. To deal with the problem, we assume that the
requests of users are known at the beginning of the time slot.
By considering the impact of the files cached in different edge
servers on the total latency, we can estimate the utility of each
file. Thus, we propose a heuristic caching strategy with an ap-
proximation ratio. The second challenge is how to quantify the
impact of cached files in different time slots, users’ mobility
and the correlation of files, then propose a caching strategy
in the multiple-time-slot scenario. In the multiple-time-slot
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scenario, we explore deep reinforcement learning [10], [11]
in order to deal with the edge caching problem, where the
users’ requests are dynamic and diverse. However, traditional
deep reinforcement learning usually uses a centralized learning
agent, which is not suitable for solving the edge caching prob-
lem, because a large number of distributed edge servers will
generate an explosive action space. Hence, we further explore
multi-agent deep reinforcement learning [12], [13], where each
edge server can be regarded as an agent and can cooperate
with its neighbor servers to provide caching services. Further
considering users’ mobility and the correlation of files, we
propose an improved multi-agent deep reinforcement learning,
which uses predicted results as the observation including the
predicted users’ mobility and the correlation among different
files. However, reinforcement learning usually faces a cold
start problem, because of which the algorithm often fails to
achieve good training results and each agent cannot determine
an effective caching strategy. Therefore, the third challenge
of the mobile edge caching problem is how to optimize the
performance of the proposed caching strategy in the cold start
phase. To deal with the cold start problem, we use the proposed
heuristic caching strategy in the single-time-slot scenario to
optimize the training results i.e., each agent uses the heuristic
caching strategy to determine its own action and collects the
feedback from the environment to train its neural networks.
After the cold start phase, each agent uses its neural networks
to determine its own action for subsequent training.

The main contributions of this paper are summarized as
follows:
• For the NP-hard mobile edge caching problem, we first

propose a heuristic caching strategy in a single-time-slot
scenario and prove the strict tight approximation ratio.
This heuristic caching strategy is also used in the cold
start phase of the next multiple-time-slot scenario.

• For the multiple-time-slot scenario, we propose a caching
strategy based on the improved multi-agent deep re-
inforcement learning, which is embedded with users’
mobility and the correlation of files.

• We conduct extensive simulations based on generated
data and three real-world datasets: roma/taxi [14], epfl
[15] and EUA dataset [16]. The results show that the
proposed caching strategies can achieve the minimum
latency when compared to other strategies.

The remainder of this paper is organized as follows. In
Section II, we review the related works about mobile edge
caching and deep reinforcement learning. The edge caching
problem and system model are defined in Section III. We pro-
pose a heuristic caching strategy with an approximation ratio
in Section IV. The detailed multi-agent deep reinforcement
learning based caching strategy is proposed in Section V. In
Section VI, we evaluate our caching strategy. We conclude this
paper in Section VII.

II. RELATED WORK

A. Mobile Edge Caching

As a novel network paradigm, mobile edge caching reduces
network traffic and data access service delay by pushing data

to the network edge [1]. Most existing edge caching researches
propose edge caching strategies by focusing on users [4] or
data [17], [18]. However, due to the mobility of users and
the diversity of requests, as well as the correlation among
files, the environment of mobile edge caching is very complex,
and the existing caching strategies cannot solve the problem
in mobile edge caching. In order to solve the problem of
mobile edge caching in a dynamic heterogeneous environ-
ment, recently, caching strategies based on deep reinforcement
learning [19]–[21] have been proposed. H. Wu et al. [22]
propose a novel Edge-oriented Collaborative Caching (ECC)
in information-centric networking (ICN) to reduce response
latency, server load and bandwidth consumption with the
consideration of both content popularity and cache benefit.
To reduce the overall energy requirements in mobile edge
caching, M. Sarra et al. [23] propose an energy-efficient fuzzy
caching strategy for edge devices with the consideration of
users’ mobility, requests, and limited caching size. In [24],
S. Rahman et al. propose a caching strategy based on deep
learning to store content in the edge network in order to
provide seamless web content streaming for users. G. Qiao
et al. [25] propose a cooperative edge caching scheme to
jointly optimize the content placement and content delivery
in vehicular edge computing networks. Based on the content
popularity, vehicle driving paths, and resource availability, the
proposed caching scheme can reduce the system cost, as well
as the content delivery latency, while improving the content
hit ratio. Compared with the above edge caching strategies,
our proposed caching strategy based on multi-agent deep
reinforcement learning regards the edge servers as agents and
considers the cooperation between agents, which is suitable
for highly dynamic and heterogeneous environments in mobile
edge caching.

B. Deep Reinforcement Learning

There are many applications and research papers which
focus on deep reinforcement learning in different fields, such
as transportation [26], network [10], [11], etc. In order to
better solve the problems in dynamic and heterogeneous envi-
ronments, multi-agent deep reinforcement learning [12], [13]
is proposed. M. K. Sharma et al. [27] design a Multi-Agent
Reinforcement learning framework to achieve a more effective
power control strategy. In [28], Lowe et al. propose the multi-
agent deep deterministic policy gradient (MADDPG) for co-
operative or competitive scenarios. However, when the number
of agents is large, the training convergence speed is slow. In
order to solve the exponential growth of the interaction caused
by the increase of the number of agents, Yang et al. propose
a method called Mean Field Reinforcement Learning (MFRL)
[29], where the interaction between individuals is regarded as
the interaction between individuals and collectives. In [30],
C. H. Liu et al. propose a fully-distributed control solution to
navigate a group of UAVs to provide long-term communication
service for the ground mobile users, in order to maximize the
temporal average coverage, while minimizing the total energy
consumptions. There are also researches that combine multi-
agent reinforcement learning with emerging fields, such as
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Fig. 2: Motivating example.

mobile crowdsensing (MCS) [31]–[34]. C. H. Liu et al. [35]
propose a novel deep learning based framework to enable
multiple unmanned aerial vehicles (UAVs) to execute data
collection tasks efficiently and cooperatively, while charging
the battery from multiple randomly deployed charging stations.
Compared with the existing multi-agent deep reinforcement
learning, we adopt a heuristic caching strategy to improve the
performance of the multi-agent caching strategy during the
cold start phase.

III. MOBILE EDGE CACHING PROBLEM

A. Motivating Example

An example of the mobile edge caching problem is shown in
Fig. 2. There are three edge servers {e1, e2, e3}, each of which
can cache one file in a time slot. e2 is connected with both e1
and e3, so e1 and e3 are called the neighbor servers of e2. Each
edge server covers a certain area and provides services to users
in that area. The latencies of obtaining files from the local
edge server, neighbor server, and cloud server are assumed to
be 1, 2, 6 (red words) respectively. When the files requested
by the user are not cached in its local edge server, the user
can fetch the requested files from the neighbor servers or the
remote cloud server through the local edge server, since the
cloud server caches all the files. There are three different files
{f1, f2, f3} that may be requested by three users {u1, u2, u3},
who are moving across the edge server areas. f ti means that a
user requests fi at time t. During the two time slots, the users
{u1, u2, u3} request the files for a total of 6 times. At the
beginning of t0, the edge servers’ storage is empty, the users
make requests to the edge servers and the edge servers need
to decide which files to be cached and obtain the uncached
files from the neighbor edge servers or the cloud servers. The
cached file remains in the storage until the edge server obtains
other files to replace the cached files. It is worth noting that
the edge servers may obtain files from the neighbor servers
or the cloud server for the users without replacing the cached
files in storage.

To minimize the total latency, a simple strategy is Request
First, where the edge servers cache the requested files of its
local users at each time slot. As shown in Fig. 2, the users
request {f2, f1, f1} at t0, hence the edge servers decide to
cache {f2, f1, f1}, respectively. In order to cache the above

TABLE I: Main notations

Symbol Meaning
E,F, U the sets of edge servers, files, mobile users.
C the cloud server.
Ne the set of neighbor servers of edge server e.
Rt

u user u’s request at time slot t.
rtu,f whether user u requests file f at time slot t.
lu,s the latency between a user u and a server s.
le,s the latency between edge server e and another

server s (edge server or cloud server).
Lt the transmission latency to satisfy users’ requests

at time slot t.
Rt

e the replacement latency of the edge server e at
time slot t.

xt
u,s,f whether a user u’s requested file f should be

fetched from server s at time slot t.
yt
e,f whether a file f is cached in the edge server e at

time slot t.
U t

e the set of users whose location is in the area of
the edge server e.

Dt
e(f) the utility of file f being cached by an edge server

e.
mt

u(le) the probability of user u arrives edge server e’s
area.

rte,f the probability of file f will be requested in the
next t time slots for edge server e.

files, the edge servers obtain the files from the cloud server 3
times at t0 and the latency is 3× 6 = 18. Then the users can
fetch the requested files from the local edge servers and the
latency is 3×1 = 3. The total latency at t0 is 18+3 = 21. At
the beginning of time slot t1, the users change their locations,
and then, they propose their file requests to the local edge
servers. In the same way, the latency at t1 is 6×2+3×1 = 15
and the total latency is 21 + 15 = 36. Obviously, this caching
strategy does not consider the mobility of users and their future
requests. Thus, the edge servers need to repeatedly obtain files
from the cloud server or the neighbor edge servers to satisfy
the requests of users.

In order to further reduce the latency, another caching
strategy called Latency First is proposed, where the edge
servers cache the requested files based on the predicted users’
mobility and requests. The detailed caching strategy is shown
in the table of Fig. 2. In this case, the edge servers should
cache {f2, f3, f1} at t0 instead of {f2, f1, f1}. The latency of
edge servers obtaining the uncached files from the cloud server
is 3 × 6 = 18. u1 and u3 can fetch the requested files from
the local edge servers and u2 needs to fetch the f1 from the
neighbor edge server e3 through e2. Therefore, the latency of
the user fetching from the edge servers is 2× 1 + 1 + 2 = 5.
Thus the latency at t0 is 18 + 5 = 23. In the same way,
the latency at t1 is 6 + 3 × 1 = 9 and the total latency is
23+9 = 32. Obviously, the total latency of the second caching
strategy is lower than that of the first caching strategy. For
another example, when the three latency is set to 2, 3, and 4
(blue words), the performance of Latency First is still better
than that of Request First. Therefore, the caching strategy
based on the predicted users’ requests may achieve a better
performance. However, it is challenging for the edge servers



IEEE/ACM TRANSACTIONS ON NETWORKING 4

to decide the caching strategies, especially when the users’
requests and locations change over time.

B. Problem Definition
The system model of mobile edge caching problem is

firstly discussed in this section. There are n edge servers
E = {e1, e2, ..., en}. The interconnected edge servers are
called each others’ neighbor edge servers. The neighbor edge
servers of the edge server e are denoted as Ne. There are
d different files F = {f1, f2, ..., fd}, each has the same
size. Each edge server e has limited storage capacity ce and
the cloud server C has storage capacity to cache all the
files F . Each edge server e is located in a specific area
and serves users in the area. The edge server in a user’s
area is called the local edge server of the user. The mobile
users U = {u1, u2, ..., um} are moving across different areas.
At the beginning of each time slot t, each user u proposes
the request Rtu = {rtu,1, rtu,2, ..., rtu,d}, rtu,f ∈ {0, 1} to the
local edge server in the current area. rtu,f represents whether
the user u requests the file f at time slot t, if the user u
requests f then rtu,f = 1; otherwise, rtu,f = 0. A binary
variable xtu,s,f ∈ {0, 1}, s ∈ {E,C} represents whether a
user u’s requested file f should be obtained from the server
s, where s could be an edge server or the cloud server.
yte,f ∈ {0, 1}, e ∈ E represents whether a file f is cached in
the edge server e at time slot t. After a file request arrives, the
edge server e will check its storage for the requested file; if the
file is not cached, then it will check its neighbor edge servers
in Ne. Finally, the edge server has to obtain the requested file
from the cloud server if the requested file is not cached in
the storage of the edge server or its neighbor edge servers.
Generally speaking, the latency of obtaining files from the
cloud server is larger than that of edge server. Therefore, in
order to minimize the total latency, the edge servers should
cache the files that the users request at present and in the
future as many as possible.

In the mobile edge caching scene, users may move across
different areas and their requests may change. At the beginning
of each time slot, the edge servers obtain different requests
from the users and decide which files to be cached in their
storage. If the files to be cached in this time slot are different
from those currently cached in the server’s storage, the edge
server needs to obtain the uncached files from its neighbor
servers or the cloud server to replace the cached file in its
storage. The latency that the edge server takes to obtain the
uncached files (from neighbor edge servers or the cloud server)
and replace the cached files is called the replacement latency.
Hence, in this paper, we divide the total latency into two parts:
the transmission latency and the replacement latency. The
transmission latency includes user-to-edge latency, edge-to-
edge latency and edge-to-cloud latency. The latency between
a user u and a server s is denoted as lu,s, u ∈ U, s ∈ {E,C},
and the latency between two servers is denoted as le,s, e ∈
E, s ∈ {E,C}. The transmission latency at t is defined as
follows:

Lt =

U∑
u

F∑
f

xtu,s,f × lu,s × rtu,f (1)

It is worth noting that the user u needs to fetch the
requested files from the neighbor edge servers or the cloud
server through the local edge server eu if the requested file
is not cached in the storage of the local edge server. The
transmission latency of user fetching files should include the
latency between the user and the local edge server and the
latency of the local edge server obtaining files from the
neighbor edge servers or the cloud server. Therefore, lu,s
should be calculated as follows:

lu,s =

{
lu,eu , if s = eu

lu,eu + leu,s, otherwise
(2)

The replacement latency of the edge server e at time t is
defined as follows:

Rte =

F∑
f

Ne∪C∑
s

max{yt−1e,f − y
t
e,f , 0} × xt−1s,f × le,s (3)

where max{yt−1e,f − yte,f , 0} is used to determine whether the
edge server e needs to obtain the file f from other servers.
xt−1s,f is the source of the file f obtained by the users in the
server e at time slot t−1, which is used to determine whether
the current edge server e needs to obtain the file f from its
neighbor servers or the cloud server.

Based on the above system model, we can define the
problem as follows:

Problem (Mobile Edge Caching Problem): At the beginning
of each time slot t, each user u may change its location
and then propose file request rtu,f to the local edge server
in the current area. Under the limitation of storage capacity,
each edge server needs to decide which files to cache in its
storage so that the total latency can be minimized, which can
be denoted as follows:

Minimize L =

T∑
t

U∑
u

F∑
f

xtu,s,f × lu,s × rtu,f +

T∑
t

E∑
e

F∑
f

Ne∪C∑
s

max{yt−1e,f − y
t
e,f , 0} × xt−1s,f × le,s (4)

s.t. xtu,s,f ∈ {0, 1}, s ∈ E ∪ C (5)
E∪C∑
s

xtu,s,f = 1,∀t ∈ T (6)

F∑
f

yte,f ≤ ce,∀e ∈ E (7)

F∑
f

rtu,f ≥ 1, rtu,f ∈ {0, 1} (8)

Constraint (6) ensures that user u’s request for file f can
be satisfied by one server (including edge server and cloud
server). Constraint (7) ensures that the number of files cached
in edge server is less than or equal to its storage capacity.
Constraint (8) ensures that each user u requests at least one
file per time slot.

C. NP-hard Proof

Lemma 1. The Mobile Edge Caching Problem is NP-hard.
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Algorithm 1 Edge Caching Strategy (ECS)
Input: a set of edge servers E, a set of files F , a set of

users U and their requests Rt, latency of obtaining files from
servers L, storage capacity of servers CE
Output: caching lists Θ = {Θe},∀e ∈ E
1: Initialize yte,f = 0,∀e ∈ E,∀f ∈ F
2: while E 6= ∅ do
3: e, f = arg maxDt

e(f)
4: Θe = Θe

⋃
f, yte,f = 1

5: Update Θ
6: if

∑
yte,f ≥ ce then

7: E = E − e
return Θ

Proof. Firstly, we introduce the multicommodity facility lo-
cation problem. Consider that there is a facility location set
L = {l1, l2, ..., lm}, and a commodity set C = {c1, c2, ..., cn}.
Each user u requests different commodities Cu ⊆ C and the
cost for each user to obtain products from facilities in different
locations is different. The multicommodity facility location
problem is to select M locations from the location set L to
build facilities and decide which commodities each facility
should produce, so that the total cost of serving all users’
requests can be minimized.

Now, we first consider a simplified case of the Mobile Edge
Caching Problem. Consider that there are m edge servers and
n different files. At time t, each user u requests different files
from the local edge server and the latency is different for
the user to fetch files from different servers. We can regard
the edge servers as the facilities, and regard the files as the
commodities. Then the simplified edge caching problem can
be regarded as the multicommodity facility location problem,
where we do not need to decide where the edge servers should
be built, but we need to decide which files to be cached on
each edge server. It is obvious that the multicommodity facility
location problem is NP-hard. Hence, the edge caching problem
is also NP-hard.

IV. HEURISTIC CACHING STRATEGY

In this part, a simplified case of mobile edge caching
problem is discussed, where there is only one time slot and
the mobility of the users is ignored. At the beginning of the
time slot, the storage of the edge servers is empty, and the
latency that the edge servers need to obtain files from other
servers is also ignored.

A. File Utility

First of all, we calculate the utility of a file f being cached
by an edge server e, which is denoted as De(f). In this paper,
the utility of a file is the expectation of how much latency can
be reduced if the file is cached by the edge server e, which
can be defined as follows:

Dt
e(f) =

e∪Ne∑
s

Ue∪Ne∑
u

rtu,f × lfu(s) (9)

where Ue∪Ne is the set of users whose locations are in the
area of edge server e or the area of the neighbor edge server

of e. In other words, Ue∪Ne is the set of users who can fetch
files from the edge server e. lfu(s) is the latency that can be
reduced if the edge server e caches f and the user u requests
f , which can be calculated as follows:

lfu(s) =

{
lfu,j − l

f
u,s, if lfu,j > lfu,s, xu,j,f = 1

0, otherwise
(10)

j ∈ {E,C} is the server, where user u currently obtains the
requested file f . lfu,s represents the latency that user u needs
to fetch file f from server s.

B. Heuristic Caching Strategy

In this section, we propose a heuristic caching strategy,
which is shown in Algorithm 1. At the beginning of the time
slot, the edge servers receive the requests of the users and
initialize variable yte,f = 0 for each edge server and file to
ensure the storage of the edge servers is empty. Then, at each
iteration, all edge servers will calculate the utility of each file.
Then, the edge server e with the highest file utility will cache
the file f , which has the highest utility. In other words, the
variable yte,f will be set to 1. This process is repeated until all
edge servers are unable to continue caching files.

C. Approximation Ratio

In this section, the latency of user u obtaining file f from
edge server e is denoted as x, the latency of user u obtaining
file f from the neighbor servers of edge server e is denoted
as y, and the latency of user u obtaining file f from the cloud
server C is denoted as z, 0 < x < y < z.

Theorem 1. The approximation ratio of Algorithm 1 is
1+k1k2

2k1
, if k1 >= 1 and k2 ≥ 2k1, where k1 = y

x and k2 = z
x .

Proof. First of all, we consider a simplified case of the Mobile
Edge Caching Problem. Assume that there are three edge
servers (a, b, c) located in three different areas and that two
different files 0 and 1 may be requested by users. Edge server
b is connected to a and c, and three users are located in the
three areas of a, b and c, respectively. The edge servers receive
file requests 1, 0 and 1 from the users respectively. It is obvious
that the optimal caching policies for the edge servers are (1, 0,
1) and the total latency is 3x. The caching file list of algorithm
1 will be (0, 1, 1) or (1, 1, 0) and the total latency is x+ 2y.
There are two edge servers caching the non optimal files,
which we call the non-optimal edge servers. In this situation,
the approximation ratio is x+2y

3x = 1+2k1
3 . It is not difficult

to find that 1+k1k2
2k1

− 1+2k1
3 ≥ 0, and the approximation ratio

holds. Next, we will prove Theorem 1 under three different
cases.

Case 1: The structure of edge servers is the same as the
simplified case, and the number of servers is increased to N ,
the requests of users are (1, 0, 1, 0, 1, 0, ...).

Suppose there are n non-optimal edge servers, and we can
get:

(N − n)x+ ny

Nx
− x+ 2y

3x
(11)

=
2k1(N − n) + 2k21n−N − k1k2N

2k1N
. (12)
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Based on algorithm 1 and the definition of Mobile Edge
Caching Problem, the number of non-optimal edge server is
calculated as follows:

n = dN − 2

4
e × 2. (13)

Then we can get:
2k1(N−n)+2k21n−N−k1k2N

2k1N
≤ k1(2+N)(1−k1)−N

2k1N
≤ 0.

(14)

Then the approximation ratio holds.
Case 2: The numbers of requests received by the three edge

servers for file 0 and 1 are (na0 , n
a
1 , n

b
0, n

b
1, n

c
0, n

c
1). We can

prove it by contradiction. For a optimal solution (e.g., (1,0,1)),
suppose there exists a solution (e.g., (1,1,0)) that breaks the
bound limit ( 1+k1k22k1

), then it can be illustrated as follows:

(na1 + nb1 + nc0)x+ (na0 + nb0 + nc1)y

(na1 + nb0 + nc1)x+ (na0 + nb1 + nc0)y
>

1 + k1k2
2k1

. (15)

Then:

(2k1−k1k2−1)na1+(k1−k
2
1k2)nb1+(2k21−k1k2−1)nc1+

(2k21−k1−k
2
1k2)na0+(2k21−k1k2−1)nb0+(k1−k

2
1k2)nc0 > 0.

(16)

Based on the assumptions of k1 and k2 (k1 >= 1 and
k2 ≥ 2k1), we can get:

2k1−k1k2−1 =k1−1+k1(1−k2) ≤ (1−k2)(k1−1) < 0, (17)

k1−k
2
1k2=k1(1− k2) < 0, (18)

2k21−k1k2−1 < 2k21−2k21−1 < 0, (19)

2k21−k1−k
2
1k2=k

2
1(2− k2)− k1 < 0, (20)

k1−k
2
1k2=k1(1− k1k2) < 0, (21)

Based on Eq. (17) to (21), we can get

(2k1−k1k2−1)na1+(k1−k
2
1k2)nb1+(2k21−k1k2−1)nc1

+(2k21−k1−k
2
1k2)na0+(2k21−k1k2−1)nb0+(k1−k

2
1k2)nc0 < 0.

(22)

In other words,
(na1 + nb1 + nc0)x+ (na0 + nb0 + nc1)y

(na1 + nb0 + nc1)x+ (na0 + nb1 + nc0)y
<

1 + k1k2
2k1

, (23)

which contradicts Eq. (15). Therefore, the assumption that
a solution breaks the bound limit is not tenable, and the
approximation ratio holds.

Case 3: Add an edge server d and connect it with server b,
which serves one user.

The request obtained by server d could be 0 or 1. If the
request is 0, the number of non-optimal edge server is 2 or
0. The ratio of heuristic result to optimal solution is x+y

2x =
1+k1

2 < 1+k1k2
2k1

or 1, and the approximation ratio holds. If
the request is 1, the number of non-optimal edge server is 2.
The ratio of the heuristic result to optimal solution is x+y

2x =
1+k1

2 < 1+k1k2
2k1

, and the approximation ratio holds.
According to the above three cases, we can prove theorem

1 holds.
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Fig. 3: Prediction of user’s mobility and request.

V. MULTI-AGENT DEEP REINFORCEMENT LEARNING
STRATEGY

In the multiple-time-slot scenario, the edge servers may
cache different files in each time slot, and thus there will
be replacement latency, which is described in Section III.
In this case, the edge caching problem can be considered
as a Markov Decision Process (MDP) [36] [37], which is
a common model of deep reinforcement learning. Briefly
speaking, in MDP, an agent will repeatedly observe the current
state st of the environment and execute an action a from
all available actions. Then, the state of the environment will
transfer to st+1 and the agent will get a reward rt from the
environment according to its action. In this paper, the edge
servers can be regarded as different agents. At the beginning
of each time slot, users may change their locations. Then, they
send their requests to the local edge servers. The edge servers
need to decide which files should be cached based on the
users’ requests and their mobility, so that the total latency
of users can be minimized. To accelerate the convergence
speed, we adopt the Mean Field Reinforcement Learning
(MFRL) [29] to address the problem, which is one of the
Multi-Agent Reinforcement Learning algorithms. In MFRL,
the interaction between agents is regarded as the interaction
between individuals and collectives, which is suitable to deal
with the problem in multi-agent deep reinforcement learning
with a large number of agents.

A. Problem Formulation

1) State and Observation: First of all, we will discuss the
state space of mobile edge caching problem. The state of an
edge server e at time slot t is denoted as Ste = {Yte,Rte,Ne},
where Yte = {yte,f},∀f ∈ F represents whether a file f is
cached in the edge server e at the beginning of the time slot
t. Rte is the requests, which the edge server e receives at the
beginning of the time slot t and Ne is the neighbor edge servers
of edge server e. In the real world, sharing states between edge
servers does not require much bandwidth resources, thus the
overhead is ignored in this paper. The observation of an edge
server e includes its own state and its neighbor servers’ states,
which is denoted as follows:

Ote = {Ste, {Sti}i∈Ne ,M t+1
U , Pe,F } (24)
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where M t+1
U = {mt+1

u (le)},∀u ∈ U,mt+1
u (le) ∈ [0, 1] and

mt+1
u (le) is the prediction of the user u arriving at the current

edge server e’s area le in the next time slot (t + 1). Pe,F =
{pt+1
e,f },∀f ∈ F, pe,f ∈ [0, 1] is the predicted probability of

file f being requested at edge server e. The details will be
described in the next two parts.
• User Mobility Prediction: In the mobile edge caching

scene, users are moving between the areas, which may have a
huge impact on the total latency. In this paper, we assume that
we have collected the users’ historical trajectories. Thus, we
can map the trajectories into a square area [38]. Then the area
can be divided into h grids and the users’ historical trajectories
can be converted into a series of grid coordinates. Based on
the processed users’ trajectory data, in this paper, we adopt the
semi-markov model [39], [40] to predict the users’ mobility,
and a simple case is shown in the lower part of Fig. 3. One of
the most important equations of semi-markov, Z(·) is defined
by Eq. (25), which is shown as follows:
Zu(li, lj , T ) =P (Sn+1

u = lj , t
n+1
u − tnu ≤ T |S0

u, ..., S
n
u ;

t0u, ..., t
n
u)

=P (Sn+1
u = lj , t

n+1
u − tnu ≤ T |Snu = li) (25)

where Zu(li, lj , T ) is the probability that the user u will move
to the grid (location) lj in the next move from his/her current
grid li. Sku represents the user u’s k-th location in his/her
movement and its corresponding arrival time is denoted as tku.
The grid that the customer will enter in the next time unit is
related to his/her current grid, which can be obtained from
the customer’s historical trace records. Then, we can define
another key equation Q(·), denoted by Eq. (26).

Qu(li, lj , T )=



Σhk=1ΣTt=1(Zu(li, lk, t)−Zu(li, lk, t− 1))·
Qu(lk, lj , T − t), i 6= j

1− Σhk=1,k 6=iZu(li, lk, T )+

Σhk=1,k 6=iΣ
T
t=1(Zu(li, lk, t)−Zu(li, lk, t− 1))·

Qu(lk, li, T − t), i = j
(26)

Qu(·) denotes the probability that a user u arrives lj from li
after T time slots. Since the user cannot move from one grid
to another when T = 0, it is obvious that Qu(li, li, 0) = 1 and
Qu(li, lj , 0) = 0 (i 6= j). Next, we calculate the probability
of a user u arriving at any edge server e’s area le at time slot
t, which is shown as follows:

mt
u(le) =1−

h∏
i=0

(1−Qu(li, le, t)) (27)

• File Request Prediction: The other important factor
affecting the caching strategy of edge servers is the future
requests of the users. If the edge server can accurately predict
the future requests of the users, then it can make better caching
strategies. To predict the users’ future requests, we consider
the correlation between files. In this paper, file correlation
is defined as the probability that a file f ′ will be requested
in the next time slot after another file f is requested, which
is widespread in reality. Taking online video service as an
example, after the user watches the first video clip f , if the user
is interested in the video content, then he is likely to request

the next video clip f ′ in the next time slot. The correlation
between files can be obtained by the history of users’ requests,
which is assumed to be collected in this paper.

Similar to the prediction of users’ mobility, we can count
how many times users requesting the file f , which is denoted
as nf . The number of times that file f ′ is requested in the
next time slot after the file f is requested can also be counted
as nf,f ′ . Then, in this paper, the file correlation is calculated
by Eq. (28), which is shown as follows:

pf,f ′ =
nf,f ′

nf
(28)

After the file correlation is calculated, we will predict the
requests of different files on edge servers. Since the probability
of users arriving at different edge servers areas is different,
the probability of each file being requested in the future is
also different for different edge servers. Therefore, we need to
predict the probability that each file f is requested in the future
for each server e. Based on the prediction of users’ mobility
and file correlation, the probability of a file f being requested
in the next t time slots for the edge server e is calculated as
follows:

rte,f = 1−
U∏
u

[1−mt
u(le)× pf ′,f ] (29)

where f ′ is the file that is requested in this time slot by the
user u. A simple case is shown in the upper part of Fig. 3.
Obviously, the probability that file f is requested in the next t
time slots can be achieved by calculating the probability that
at least one user requests the file f in the next t time slots.

2) Action Space: At the beginning of each time slot, each
edge server e needs to decide which files to be cached in its
storage to minimize the total latency of all users. The action
of an edge server e is denoted as ate = {ate,f},∀f ∈ F, ate,f ∈
{0, 1}. If e decides to cache file f in this time slot, ate,f = 1,
else ate,f = 0. Obviously,

∑
ate,f ≤ ce,∀f ∈ F .

3) Reward Function: After each edge server has taken an
action, the current state of each edge server and the whole
environment will change and the edge servers will obtain the
rewards based on their actions and the requests of users. In
this paper, the reward of edge server e at time slot t is defined
as the negative total latency of the users in the edge server e’s
area, including transmission latency and replacement latency.
And the reward function of the edge server e is defined as
follows:

rte = −(α

Ue∑
u

Ru∑
r

xtu,s,f × lu,s × rtu,f+

β

F∑
f

Ne∪C∑
s

max{at−1e,f − a
t
e,f , 0} × xt−1s,f × le,s) (30)

where the first part is the transmission latency of users in
this edge server area and the second part is the replacement
latency of edge server e’s action. α and β are the weights of
importance of the latency.

4) Problem Formulation: We have defined the entire mobile
edge caching scene. At the beginning of each time slot, the
edge servers will obtain the requests from the users after
the users move. Then the edge servers will take the users’



IEEE/ACM TRANSACTIONS ON NETWORKING 8

𝒓𝒆
𝒕 𝒐𝒆

𝒕+𝟏 𝒂𝑵𝒆
𝒕

…
𝑸𝒆 𝑳

Update

𝑱

Environment

𝒂𝒆
𝒕

LSTM

Target Network

Critic Network

···
···

···

···
···

···

Target Network

Actor Network

···
···

···

···
···

···

Update

…
…

Replay Buffer

…

N-Batch

…
…

Oldest

Latest

Agent e

𝒐𝒆
𝒕

𝒐𝒆
𝒕 , 𝒂𝒆

𝒕 , 𝒓𝒆
𝒕 , 𝒂𝑵𝒆

𝒕
, 𝒐𝒆

𝒕+𝟏

𝒐𝒆
𝒕

𝒐𝒆
𝒕

CriticActor

𝑸𝒆

Heuristic Strategy ECS

Cold Start Phase？

Y

𝒐𝟏
𝒕

CriticActor

𝑸𝟏

···

···

Environment

𝒂𝟏
𝒕 𝒂𝒆

𝒕

𝒓𝒆
𝒕𝒓𝟏

𝒕 ···

···

N

Fig. 4: Mobile Edge Caching Framework.

requests and the prediction of users’ mobility and requests as
the observation. Each edge server decides what action to take
to reduce the total latency, based on its observation. For each
edge server e, the problem can be formulated as:

V te (Ote) = max
ate

[
rte(Ote, ate) + γV t+1

e (Ot+1
e )

]
(31)

where V te (Ote) is the expectation of total latency for edge
server e under the observation Ote. It is worth noting that
V te (Ote) is negative, so the total latency can be minimized
by maximizing V te (Ote) .

For each edge server e, the optimal caching strategy πe is
given by:

πe = arg max
ate

[
rte(Ote, ate) + γV t+1

e (Ot+1
e )

]
(32)

B. Caching Strategy

1) Taking Actions Based on Observations: At the beginning
of a time slot, each edge server e will obtain the observation
of its state and its neighbor servers’ states. Then, based on
the observations, the edge servers will decide which files to
be cached as their actions and execute the actions.

2) Storing Transitions: After the edge servers have exe-
cuted their actions, the users will try to fetch files from the
current edge server to satisfy their requests. The files could
be fetched from the current edge server and the neighbor
edge servers, or the cloud server. At the end of the time
slot, users may change their locations and their requests, and
each edge server would obtain a reward for its action in
this time slot. Hence, the edge server e could obtain a tuple
consisting of the current observation, action, reward, average
action of neighbor servers, and next observation, which is
denoted as (Ote, ate, rte, atNe ,O

t+1
e ). The tuples at different time

slots should be stored in the edge server’s replay buffer for
training. The average action of neighbor servers is defined as
follows:

atNe =
1

|Ne|

Ne∑
s

ats (33)

Random

MF-ECS
ECS

Reward

Time
Cold Start Phase

Fig. 5: An example of cold start phase.

3) Training Neural Networks: There are two main neural
networks in our MFRL model: the actor network πe and the
critic network Qe. The detailed neural network structure is
shown in Fig. 4. It should be noted that including the historical
requests into the observation will also greatly increase the
input space, making it difficult for training. To solve this
problem, we adopt long short term memory (LSTM), which is
an advanced learning model that is widely used for time series
processing, to capture the hidden content request patterns.
Specifically, the LSTM layer is deployed at the last layer
before the actor and critic networks, so that the feature
representations of the past time periods can be integrated
together for the action decision at the current time period.
The actor network πe is used to determine the action for the
agent in this time slot. At the beginning of a time slot, each
edge server inputs its observation to its actor network and gets
the action for this time slot. The critic network Qe is used to
estimate the reward of different actions. For example, after
an edge server e has executed the action, the next time this
edge server obtains the same observation, if this edge server
executes a different action and gets a higher reward, then the
actor network should increase the probability of taking the
new action. Hence, we can propose the method to update two
neural networks.

For the critic network, each edge server e should sample N
batches from its replay buffer, and update the critic network
by minimizing the loss function. The loss function is defined
as Eq. (34).
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Algorithm 2 Edge Caching Strategy (MF-ECS)
Input: a set of edge servers E, a set of users U , and a set

of files F
Output: target actor and critic networks
1: Initialize discount factor γ, update rate τ ;
2: for edge server e ∈ E do
3: Randomly initialize critic network Qe and actor net-

work πe;
4: Initialize target critic network Q′e = Qe and target

actor network π′e = πe;
5: Initialize the replay buffer Be;
6: for episode = 1, 2, ..., N do
7: Initialize environment;
8: for epoch t = 1, 2, ..., T do
9: for edge server e ∈ E do

10: if episode < N ′ then
11: Get observation Ote, and select action ate by

heuristic caching strategy ECS from Algorithm 1
12: else
13: Get observation Ote, and select action ate =

πe(Ote) by actor network πe

14: Execute each edge server’s action ate, get observa-
tion Ot+1

e and reward rte
15: for edge server e ∈ E do
16: Calculate atNe = 1

|Ne|
∑Ne
s ats

17: Store transition (Ote, ate, rte, atNe ,O
t+1
e ) into Be

18: Randomly sample N batches from Be
19: Update critic network and actor network by

algorithm 3

Algorithm 3 Update the Critic and Actor Networks

1: y = rte(Ote, ate) + γQ′e(Ot+1
e , at+1

e , at+1
Ne

)
2: L(Qe) = 1

N

∑
(Qe(Ote, ate, atNe)− y)2

3: Update the critic network by minimizing L(Qe)
4: Update the actor network by using gradients:
5: ∇φeJ(φe) ≈ 1

N

∑
∇φe log πφe(Ote)

6: Qe(Ote, ae, aNe)|a=πφe (Ote)
7: Update the weights of corresponding target networks by:
8: wQ′e = τwQe + (1− τ)wQ′e

9: wπ′e = τwπe + (1− τ)wπ′e

L(Qe) = E[(Qe(Ote, ate, atNe)− y)2]

y = rte(Ote, ate) + γQ′e(Ot+1
e , at+1

e , at+1
Ne

)
(34)

After we have trained the critic network, we need to train
the actor network, which is shown in Eq. (35).

∇φeJ(φe) = ∇φe log πφe(Ote)
Qe(Ote, ae, aNe)|a=πφe (Ote)

(35)

It is worth noting that at the beginning of the training of
reinforcement learning, which is called the cold start phase,
there is not enough feedback collected from the environment,
and the initialization of neural network is random, the edge
caching strategy in the cold start phase often leads to bad per-
formance. An example of cold start phase is shown in Fig. 5,
with the continuous iteration, the reward of strategy MF-ECS
is increasing, which is based on Multi-Agent Reinforcement
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Fig. 6: Total latency on roma/taxi in single-time-slot scenario.
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Fig. 7: Hit ratio on roma/taxi in single-time-slot scenario.
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Fig. 8: Total latency on EUA in single-time-slot scenario.
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Fig. 9: Hit ratio on EUA in single-time-slot scenario.

Learning. However, in the cold start phase, the reward of MF-
ECS is less than ECS, or even less than Random strategy.
Therefore, in order to reduce the total latency of the cold start
phase, we adopt the results of the proposed heuristic strategy
as agents’ actions and collect feedback from the environment
for subsequent training.

4) Algorithm Descriptions: The detailed edge caching strat-
egy is shown in algorithm 2. At the beginning of the training
process, we initialize the parameters, environment and neural
networks for the training (lines 1-5). Each edge server e
is regarded as an agent and obtains its observation at the
beginning of each epoch (time slot). In the initial N ′ episodes
(cold start phase), the agents decide their actions by using
the heuristic strategy ECS (line 11) and the neural networks
are updated according to the collected tuples. After cold start
phase, each agent decides its action by feeding its actor
network with its observation (lines 6-13). After all agents
have decided their actions, the caching list of agents will be
updated and the users will try to fetch files from the local edge
servers. The rewards are calculated based on the transmission
latency and replacement latency. The above information is
stored as tuples by each agent into its replay buffer. Next,
the neural networks are updated by sampling tuples from the
replay buffer (lines 14-19).
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Fig. 10: Average latency on roma/taxi in multiple-time-slot
scenario.
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Fig. 11: Hit ratio on roma/taxi in multiple-time-slot scenario.
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Fig. 12: Average Training Loss

TABLE II: Approximation Ratio on roma/taxi.

Edge Servers 6 7 8 9 10
ECS / Optimal 1.0094 1.0039 1.0029 1.0027 1.0073

1+k1k2
2k1

2.25 2.25 2.25 2.25 2.25

VI. PERFORMANCE EVALUATION

A. The Simulation Traces and Settings

In this paper, three real-world datasets are adopted:
• roma/taxi trace set [14]: In roma/taxi trace set, 320 taxi

drivers that work in the center of Rome city are included.
The trajectories in this dataset are collected every 7
seconds and sent to a central server, which represent
the positions of those taxi drivers. It includes more than
15,000 trajectory information from more than 150 users.

• epfl trace set [15]: In the epfl trace set, there are about 500
taxis’ GPS coordinates, which are collected over 30 days
in the San Francisco Bay Area. Each taxi is equipped with
a GPS receiver and sends a location-update to a central
server. It includes more than 35000 trajectory information
from more than 300 users.

• EUA dataset [16]: This dataset is collected by the Aus-
tralian Communications and Media Authority (ACMA)
including the geographical location of all cellular base
stations in Australia, which are used as the locations of
edge servers. The coverage of each edge server is ran-
domly set within a range of 450-750 meters. It includes
more than 90,000 base stations and 100,000 user location
information.

For the users’ requests, because we cannot get the real
request dataset, we adopt the generated data. In order to
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Fig. 13: Average latency on EUA in multiple-time-slot sce-
nario.
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Fig. 14: Hit ratio on EUA in multiple-time-slot scenario.
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Fig. 15: Average Training Latency

TABLE III: Approximation Ratio on EUA.

Edge Servers 6 7 8 9 10
ECS / Optimal 1.0052 1.0046 1.0057 1.0047 1.0027

1+k1k2
2k1

2.25 2.25 2.25 2.25 2.25

highlight the impact of file correlation on the results, the users’
requests data is generated based on targeted settings.

We implement the MF-ECS using tensorflow [41], which
runs on a server with RTX 2080 Ti GPU cards, Intel Core-i9
3.7 GHz CPU cards and 64GB memory. The α and β in Eq.
(30) are set to 1. The detailed size of actor and critic networks
is 512× 256× 128 (not including the input layer and output
layer, which are set according to the state-action space). The
edge servers area is divided into a grid-shape. To simplify the
problem, the neighbor edge servers of an edge server are the
edge servers in the upper, lower, left and right regions. The
learning rate and the update rate τ are set as 0.001, discount
factor γ = 0.9. The batch size N is set to 1024. The latency
of obtaining files from the local edge server is set to 1, while
the latency of obtaining files from neighbor edge server and
cloud server is set to 2 and 4.

B. Baseline Methods

• MADRL [20]: Multi-agent deep reinforcement learning
based on A2C.

• Deep Q-Learning (DQN): Each edge server determines
its caching policy by using Deep Q-Learning [42].

• ONETURN: Each edge server caches the files with max-
imum file utilities.
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Fig. 16: Total latency on roma/taxi in multiple-time-slot sce-
nario.
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Fig. 17: Neighbor hit ratio on roma/taxi in multiple-time-slot
scenario.

(a) Hit ratio on roma/taxi (b) Total latency on roma/taxi

Fig. 18: Hit ratio and total latency on roma/taxi in multiple-
time-slot scenario.
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Fig. 19: Total latency on epfl in multiple-time-slot scenario.

• RANDOM: Each edge server randomly selects the files
to be cached in its storage.

• MF-NMP: The MF-ECS strategy without users’ mobility
prediction.

• MF-NRP: The MF-ECS strategy without users’ request
prediction.

C. Metrics

We adopt five metrics in our simulations:
• Total Latency: The total latency for all users’ requests to

be satisfied in a time period.
• Average Latency: Average latency for a user’s request to

be satisfied.
• Edge Hit Ratio: The probability of a user’s requests can

be satisfied by the current edge server and its neighbor
edge servers.

• Neighbor Hit Ratio: The probability of a user’s requests
can be satisfied by the current edge server’s neighbor edge
servers.
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Fig. 20: Total latency on EUA in multiple-time-slot scenario.
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Fig. 21: Neighbor hit ratio on EUA in multiple-time-slot
scenario.

(a) Hit ratio on EUA (b) Total latency on EUA

Fig. 22: Hit ratio and total latency on EUA in multiple-time-
slot scenario.
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Fig. 23: Hit Ratio on epfl in multiple-time-slot scenario.

• D-value of Latency: The difference value of total latency
between MF-ECS and RANDOM.

• D-value of Hit Ratio: The difference value of hit ratio
between MF-ECS and RANDOM.

D. Heuristic Caching Strategy

1) Performances on Total Latency and Hit Ratio: We show
the total latency and the hit ratio of the proposed heuristic
caching strategy in the single-time-slot scenario, and the
results are shown in Fig. 6 - Fig. 9. It is not difficult to find
that our proposed heuristic caching strategy ECS can achieve
lower latency and higher hit ratio compared with other caching
strategies. With the increase of the storage capacity of the edge
servers, the edge servers can cache more files, so the hit ratio
of the edge servers will be improved. At the same time, the
total latency will also decrease because the users’ requests can
be satisfied by the edge servers. When the topology complexity
of an edge server increases, the number of neighbor edge
servers of the edge server will increase, and users’ requests
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Fig. 24: Total latency on roma/taxi.
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Fig. 25: Different distributions of file popularity on roma/taxi.
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Fig. 26: D-value of latency on roma/taxi.
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Fig. 27: D-value of hit ratio on roma/taxi.

can be better satisfied by the neighbor edge servers; thus, the
total latency is reduced.

2) Performances on Approximation Ratio: Next, we con-
duct simulations to verify the correctness the approximation
ratio, which are shown in Table II and Table III. We can find
that with different numbers of the edge servers, the ratios of
the heuristic results to the optimal results are always smaller
than the approximation ratio proved in this paper, which can
further prove the correctness and validity of the approximation
ratio in this paper.

E. Multi-agent Caching Strategy

1) Performances on Average Latency: We first evaluate
the performances of different caching strategies on average
latency; the results for these simulations are shown in Fig. 10
and Fig. 13. The user request length indicates the maximum
number of files that the user can request in a time slot. We can
find that with the increase of user request length, the average
latency increases, and the hit ratio decreases. The reason for
this phenomenon is that the diversity of requests caused by the
increase of the length of user requests leads to the decrease
of hit ratio of edge servers, and improves the average latency.

When the storage capacity of the edge servers increases,
since the edge servers can cache more files at each time slot,
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Fig. 28: Total latency on EUA.
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Fig. 29: Different distributions of file popularity on EUA.
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Fig. 30: D-value of latency on EUA.
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Fig. 31: D-value of hit ratio on EUA.

the probability that the user can be directly served by the
local edge server and its neighbor edge servers will increase,
and thus the average latency can be reduced. In this case, the
average latency of our caching strategy is about 25% lower
than that of RANDOM. In addition, the average training loss
and latency are shown in Fig. 12 and Fig. 15. Compared with
the Actor-Critic based MADRL method, the proposed MF-
ECS strategy converges faster in average training loss.

2) Performances on Edge Hit Ratio: After we test the
performances of different strategies on average latency, we
test the performances of these strategies on edge hit ratio, the
results of which are shown in Fig. 11, Fig. 14 and Fig. 19.
The edge hit ratio of these strategies can be ranked as MF-ECS
> MADRL > DQN > RANDOM. The RANDOM strategy
cannot specifically adjust the files cached by the edge servers
according to the users’ requests. Therefore, the edge servers’
hit ratio of RANDOM strategy is the lowest. Compared with
other strategies, MF-ECS considers the interaction between
agents, and also considers the impact of users’ mobility and
the correlation between different files, so it can achieve the
highest hit ratio under different conditions.

3) Performances on Total Latency and Neighbor Hit Ratio:
Next, we conduct the simulations to test performances of
different caching strategies on total latency, the results of



IEEE/ACM TRANSACTIONS ON NETWORKING 13

50 60 70 80 90
3

4

5

6

7

8

T
o

ta
l 

L
at

en
cy

(s
)  MF-ECS

 MADRL

 DQN

 RANDOM

x10
4

(a) User number

50 60 70 80 90

60

70

80

90

E
d

g
e
 H

it
 R

a
ti

o
(%

)  MF-ECS

 MADRL

 DQN

 RANDOM

(b) User number

50 60 70 80 90

20

25

30

35

N
e
ig

h
b

o
r 

H
it

 R
a
ti

o
(%

)

 MF-ECS

 MADRL

 DQN

 RANDOM

(c) User number

Fig. 32: Performance when changing the number of users on
roma/taxi.
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Fig. 33: Performance when changing the type of files on
roma/taxi.
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Fig. 34: Performance when changing the number of neighbor
on roma/taxi.

which are shown in Fig. 16, Fig. 20 and Fig. 23. Similar to the
previous results, the proposed MF-ECS strategy can achieve
the lowest total latency under several different conditions.
Besides, the performances on neighbor hit ratio of different
strategies are shown in Fig. 17 and Fig. 21. Obviously, the
proposed caching strategy MF-ECS can achieve the highest
neighbor hit ratio. It is worth noting that there is a negative
correlation between hit ratio and latency. This is reasonable
since, due to the increase in the hit ratio, users’ requests can
be better satisfied by the edge servers, which can reduce the
probability of users obtaining files from the cloud server, and
thus the latency is reduced.

We also illustrate the results of changing the number of
edge servers and storage capacity, which are shown in Fig.
18 and Fig. 22. Similar to the previous results, as the server’s
storage capacity increases, the servers’ hit ratio will increase,
and the total latency will decrease. When the number of edge
servers increases, due to the increase of the number of users,
the servers’ hit ratio decreases due to the diverse requests of
users, and some requested files need to be obtained from the
cloud server, so the total latency will also increase.

4) Impact of Mobility and Request Prediction: As discussed
in Section V, we take the prediction of the users’ mobility and
requests as part of the observation. We conduct the simulations
on the two datasets to evaluate the impact of mobility and
request prediction on performances.

First of all, we analyze the impact of users’ mobility
prediction on the results. The performances of total latency on
two datasets are shown in Fig. 24 and Fig. 28. Compared with
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Fig. 35: Performance when changing the number of users on
EUA.
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Fig. 36: Performance when changing the type of files on EUA.
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Fig. 37: Performance when changing the number of neighbor
on EUA.

MF-ECS, the total latency of MF-NMP is obviously larger.
This is because MF-NMP does not consider the users’ mobility
during the training of the caching strategy, so the total latency
will be larger.

Next, the simulations are conducted where the prediction
of users’ requests is ignored during the agents’ training. As
shown in Fig. 24 and Fig. 28, we can find that the performance
of MF-NRP is worse than that of MF-ECS and MF-NMP. It it
worth noting that the performance of MF-NMP is better than
that of MF-NRP. This is because in this paper, we consider the
mobility of the users when we predict the users’ requests, so
the effect of ignoring the users’ mobility on the result is less
than that of ignoring the request prediction. In other words,
in the mobile edge caching scenario, the prediction of users’
requests is more important than that of users’ mobility.

5) Performances on Different File Popularity Distributions:
We conduct different simulations on the two datasets under
different file popularity distributions, which are shown in Fig.
25 and Fig. 29. It is worth noting that in the simulations, the
total latency of RANDOM is larger than that of MF-ECS and
the hit ratio of RANDOM is lower than that of MF-ECS, so
the larger the D-value is, the better the performance of MF-
ECS is.

As shown in Fig. 26 and Fig. 30, compared with RANDOM,
the proposed caching strategy MF-ECS can achieve better
performances in three different distributions. Compared with
normal distribution and exponential distribution, MF-ECS can
achieve better performances in the case of uniform distribu-
tion. This is because in the case of normal distribution and
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Fig. 38: Different distributions of user request length.

exponential distribution, the users will request some files with
high probabilities, thus the agents can make better caching
decisions and the D-value will decrease. With the increase of
storage capacity, D-value first increases and then decreases.
The reason for this phenomenon is that MF-ECS can better
decide which files should be cached in the storage when
the storage capacity is insufficient. After the storage space
is increased, the performances of different caching strategies
are gradually increased, since the users’ requests remain
unchanged. Similarly, as shown in Fig. 27 and Fig. 31, in terms
of hit ratio, MF-ECS can also achieve better performances than
RANDOM, which can make better use of neighbor and local
storage capacity.

6) Performances When Changing The Number of Users:
The performances when changing the number of users on two
datasets are shown in Fig. 32 and Fig. 35. It is not difficult
to find that the total latency increases with the increase of
the number of users, and the hit ratio and neighbor hit ratio
decrease with the number of users. This is reasonable because
as the number of users increases, the number of requests
received by the edge servers also increases; at the same
time, the requests made by different users may be different.
Therefore, under the limited storage capacity, the local and
neighbor edge servers cannot fully meet the users’ requests,
and need to obtain files from the cloud server, which greatly
increases the total latency and decreases the hit ratio.

7) Performances When Changing The Type of Files: The
total type of files is the number of contents, which means
how many files the users can request. In other words, the edge
server needs to decide which files to cache into its own storage
according to the type of files. As shown in Fig. 33 and Fig. 36,
the total latency increases with the increase of the file types,
this is because the increase of file types increases the action
space of the agents. However, the limited storage capacity
makes the users’ requests cannot always be met locally or
in the neighborhood, and need to be obtained from the cloud
server, which improves the total latency. For the same reason,
the total hit ratio and neighbor hit ratio will decrease with the
increase of file types, which can be seen from Fig. 33 and Fig.
36.

8) Performances When Changing The Number of Neighbor
Edge Servers: The performances of different caching strate-
gies on two datasets when changing the number of neighbor
edge servers are shown in Fig. 34 and Fig. 37. In terms of
total latency, the total latency decreases gradually with the
increase of the number of neighbor edge servers. This is
because with the increase of the number of neighbor edge
servers, users’ requests can be met more locally or in neighbor
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Fig. 39: Performance when changing request length distribu-
tion on roma/taxi.
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Fig. 40: Performance when changing request length distribu-
tion on EUA.

edge servers, thus reducing the number of requests for files
from the cloud server, then the total latency will be reduced.
Accordingly, the total hit ratio and neighbor hit ratio have
also increased. From the simulation results, we can see that
even if the number of neighbor edge server is not large, the
proposed caching strategy MF-ECS still performs better than
other caching strategies, and it is appliable.

9) Performances on Different Request Length Distributions:
We also conduct simulations under different user request
lengths distributions, which are shown in Fig. 38. The user
request length indicates the maximum number of files that
the user can request in a time slot. As shown in Fig. 39
and Fig. 40, the performance of the proposed caching strategy
MF-ECS has little difference under uniform distribution and
normal distribution, and the performance difference between
MF-ECS and RANDOM strategy is the smallest under expo-
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nential distribution. This is because in the case of exponential
distribution, most users will only request one file in a time
slot, so the number of requests received by each edge server is
less than that in other distributions. In this case, the difference
between MF-ECS and RANDOM is the smallest. Under the
uniform distribution and normal distribution, the edge servers
will receive a large number of different requests, so the
difference between MF-ECS and RANDOM is large.

VII. CONCLUSION

In this paper, we investigate the mobile edge caching
problem under the storage capacity constraint, in order to
minimize the latency of users’ requests. To deal with the
mobile edge caching problem in the single-time-slot scenario,
we first estimate the utility of each file and propose a heuristic
caching strategy with an approximation ratio of 1+k1k2

2k1
to

decide which files to be cached in the edge servers. In order
to address the edge caching problem for the multiple-time-
slot scenario, we propose a caching strategy based on multi-
agent deep reinforcement learning called MF-ECS, where each
edge server is regarded as an agent and decides which files
should be cached in its storage. To deal with the cold start
problem, we use the proposed heuristic caching strategy to
optimize the results during the cold start phase. We conduct
extensive simulations based on generated data and three real-
world datasets: roma/taxi [14], epfl [15] and EUA datasets
[16]. The results show that our proposed caching strategies can
achieve the minimum latency compared with other strategies.
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