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Part  1

Background and Motivation



Background and Motivation

q Cloud Data Center Networks 
(DCNs)
• supporting cloud-based 

applications for large enterprises

q Mobile Edge Computing (MEC)
• deploying edge servers at base 

stations to supply computation, 
storage, and networking 
resources for multiple users 



q Motivation

• find an efficient strategy that can improve the QoS of mobile users by 
considering the cost constraint.

• determining which services are chosen to be placed in order to obtain a 
better performance when multiple users make the same decision at the 
same time.

q Objective

• improve the QoS by minimizing the total delay while considering 
maintaining the long-term cost under the constraint.

Background and Motivation



Background and Motivation

q An illustrating example
① u3 moves from m1 to m4 at t ;

② u3 goes back to m1 ;

Extreme solution 1: migrate or 
provision a replication of s3 on m4

which may bring a lower delay for
user u3.
total cost will be the maximum one
Extreme solution 2: retain
service s3 within m1.
QoS of users will decrease

Migration\Replication\Retaining

?

Fig.1. An illustrating example
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Model and Formulation



Model and Formulation

q Model
• system model: 𝐒 = {𝑠!}, 𝐌 = {𝑚"}, 𝐔 = {𝑢#}

• QoS model:    

• cost model:    

𝔻!! 𝑡 = 𝐷!!
" 𝑡 + 𝐷!!

# 𝑡 + 𝑥$! 𝑡 ⋅ 𝐷!!
! 𝑡

𝐷$!
% 𝑡 =,

&"∈𝐌

𝑟$!(𝑡)
𝑧&"
%

computing delay

𝐷$!
) 𝑡 =,

&"∈𝐌
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𝐷$!
$ 𝑡 = Υ 𝑠# +Ψ(𝑠#)

communication delay

updating delay
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% 𝑡 + 𝐶$"

& 𝑡
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Model and Formulation

q Formulation

P1: minimize lim
*→,

-
*
∑./0*1-∑2/-

|4| 𝔻5!(𝑡) (1)

subject to 𝔻$! 𝑡 = 𝐷$!
% 𝑡 + 𝐷$!

) 𝑡 + 𝑥+! 𝑡 ⋅ 𝐷$!
$ 𝑡 , (2)

lim
,→.

/
,
∑012, ∑!1/

|4| ℂ+#(𝑡) ≤ ?Γ ,𝔻$! 𝑡 ≤ A𝐷, ∀𝑢# ∈ 𝐔, (3)

∑4$!∈4
𝑊(𝐒&!(𝑡)) ≤ 𝑅&!

+ , ∀𝑚# ∈ 𝐌, (4)

𝑥+# 𝑡 ∈ 0,1 , ∀𝑠! ∈ 𝐒 (5)

objective function

constraints
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Service Update Decision Strategy Based on 
Lyapunov Optimization



p Decoupling based on Lyapunov Optimization
• decouple the original problem into per-frame deterministic problems by applying the 

Lyapunov optimization.

• we introduce a virtual queue 𝑄 𝑡 which denotes the historical measurement of the 
extra cost of services at time slot t.

Updating Decision Based on Lyapunov Optimization

𝑄 𝑡 − 1 = max{𝑄 𝑡 + ℂ 𝑡 − LΓ, 0}

long-term costtotal extra cost

• queue updating mechanism



q Decoupling based on Lyapunov Optimization
• we take expectations and derive that the expected backlog over time slot in [0, T − 1] 

is less than the threshold.

• we define a quadratic Lyapunov function for each slot t.

• we introduce the one-step conditional Lyapunov drift

Updating Decision Based on Lyapunov Optimization

1
𝑇
,
012

,5/

𝔼[ℂ(𝑡)] ≤ lim
,→.

1
𝑇
𝔼 𝑄 𝑇 + ?Γ

𝐿(𝑄 𝑡 ) ≜
1
2
𝑄 𝑡 6

△ (𝑄 𝑡 ) ≜ 𝔼[𝐿 𝑄 𝑡 + 1 − 𝐿(𝑄 𝑡 )|𝑄 𝑡 ]



q Decoupling based on Lyapunov Optimization

• According to the Lyapunov optimization framework, we obtain the upper bound of 
the Lyapunov drift function by introducing a Lyapunov drift-plus-penalty function in 
each time slot t.

Updating Decision Based on Lyapunov Optimization

Lemma 1: Given the updating decisions of services in set 𝐒 according to multiple
mobile users 𝐔 in each time slot t, the following statement holds:

△ 𝑄 𝑡 ≤ 𝛽 + 𝑄 𝑡 𝔼[(ℂ 𝑡 − ?Γ)|𝑄 𝑡 ]

, where 𝛽 ≜ /
6
( Wℂ 𝑡 6 + ?Γ6).

𝑃 𝑡 ≜ ∆ 𝑄 𝑡 + 𝑉𝐸[𝐷(𝑡)|𝑄(𝑡)]

non-negative parameter



q Decoupling based on Lyapunov Optimization
• The performance of the service provisioning strategy is guaranteed by minimizing an 

upper bound of the following function. 

• service provisioning and updating problem

Updating Decision Based on Lyapunov Optimization

P2: minimize 𝛽 + 𝑄 𝑡 ℂ 𝑡 − ?Γ + 𝑉𝔻 𝑡 (12)

subject to                             (2)-(5). (13)

𝑃(𝑡) ≤ 𝛽 + 𝑄 𝑡 𝐸 ℂ 𝑡 − ?Γ 𝑄 𝑡 + 𝑉𝐸 𝐷 𝑡 𝑄 𝑡

minimizing the right side

transformation



q Optimal Services Updating Decision Strategy

Updating Decision Based on Lyapunov Optimization

Definition 1 (Optimal Service Updating (OSU) Problem): Given the distribution of users U, 
the topology of edge network G, and the function Θ(t), an OSU problem is how to find a 
decision for services in S to minimize P2 under the constraints at time slot t.

Scenario 1：

OSU with no prediction

Scenario 2：

OSU with prediction



q Optimal Services Updating Decision Strategy——OSU with no prediction
• OSU problem without available information caused by the inaccurate prediction 

results or in the initial or training stages of mobile users in per-slot.

Updating Decision Based on Lyapunov Optimization

Definition 2 (conflict resolution factor): Let 𝜂! indicate the conflict resolution factor of 

service 𝑠! and 𝜂! = ℂ+#(𝑡)/𝔻$#
) (𝑡), where 𝔻$#

) (𝑡) = 𝔻$#
) 𝑡 |+#∉𝐒$%(0)

.



Updating Strategy with No Prediction (USNP) Algorithm
q Step 1

• each user in set 𝐔, choose the updating decision by optimizing P2

q Step 2
• check the feasibility of services on edge servers by checking whether

,
4$!∈4

𝑊(𝑆&!(𝑡)) ≥ 𝑅&!
4

• ∑4$!∈4
𝑊(𝑆&!(𝑡)) denote the total number of services provisioning on 𝑚#

q Step 3
• Choose a service by an increasing order 𝑖 = 𝑎𝑟𝑔𝑚𝑖𝑛{𝜂!}

q Step 4
• service updating decision 𝐗(𝑡)

Updating Decision Based on Lyapunov Optimization



q Optimal Services Updating Decision Strategy——OSU with prediction

Updating Decision Based on Lyapunov Optimization

Lemma 2: The decision of the OSU problem can be solved by minimizing Θ 𝑡 , where 
Θ 𝑡 = 𝑄 𝑡 ℂ 𝑡 + 𝑉𝔻 𝑡 . 

Definition 3 (Activity Set): Let f𝐔 𝑡
indicate the activity set of users at 
time slot t, where 𝑢# ∈ f𝐔 𝑡 is the 
user whose current location 𝐿$!(𝑡) is 
going far away from the edge 
server for initial connection 𝐿$!(𝑡 −
1). (a) original connectivity graph (b) extracted connectivity graph

Fig.2. The connectivity graphs of Fig1. 



Updating Strategy with Prediction (USP) Algorithm

q Step 1
• construct the original connectivity graph g based on the provisioning of 𝐒, the 

connections of 𝐆, and 𝐔

q Step 2
• calculate 𝜁$! 𝑡 = (𝐿$! 𝑡 − 1 , 𝐿$! 𝑡 )

q Step 3
• If 𝜁$! 𝑡 = 1 , this denotes that 𝑢# has gone away from the edge server at time slot 𝑡 −

1. Then, construct the activity set by adding 𝑢# into set f𝐔 𝑡 ,

• Otherwise, it denotes that 𝑢# always stays near the edge server from 𝑡 − 1 to 𝑡, and 
update 𝐔(𝑡);

• construct the activity set f𝐔 𝑡 . 

Updating Decision Based on Lyapunov Optimization



Updating Strategy with Prediction (USP) Algorithm

q Step 4
• construct the extracted connectivity graph 𝐆◦ based on the activity set f𝐔 𝑡

q Step 5
• we replace the link with |f𝐔 𝑡 | parallel ones with weight 𝑑&! 𝑥 |$&; <=(0) between edge 

servers and destination 𝑡. 

q Step 6
• find a feasible service updating decision with min-cost flow of f𝐔 𝑡 and return the 

updating decision 𝐗(𝑡). 

Updating Decision Based on Lyapunov Optimization
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Online Optimization of Service Provisioning 
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Online Optimization of Service Provisioning

Online Optimization of Service Provisioning strategy (𝑶 −𝑶𝑺𝑷𝝎) Algorithm
• the main idea of 𝑶− 𝑶𝑺𝑷𝝎 is to leverage the prediction model to look forward the 

trajectories of users in multiple steps and use the information to realize the service 
provisioning.  

Definition 4 (feasible decision frequency): Let 𝜚+#|(
? 𝑡 indicate the feasible decision 

frequency of 𝑠! under the value 𝑎∘, where 𝜚+#|(
?∘ 𝑡 = /

A
∑B12B1A5/𝑓(𝐴+#

B , 𝑎∘). 

A function to indicate whether the result in 
queue 𝐴+#

B is equal to 𝑎。, i.e., 𝑎+# = 𝑎∘.



q Step 1
• get service updating decision 𝐗(𝑡) using Algorithm 1

q Step 2
• obtain the service updating decision 𝐗(𝑡) using Algorithm 2 based on f𝐿=|[D,DEA], f𝐿=|[D,DEA]

is the trajectory of user 𝑢# in a 𝜔 time steps prediction window starting at time 𝜏

q Step 3
• set�̃� = 𝑡 − 𝜏 𝑚𝑜𝑑 𝜔, and  check whether the prediction steps are less than 𝜔.

q Step 4
• use a queue 𝐴+#

(B) to record the decision values of service 𝑠! in 𝑥 time steps, 

• let 𝜚+#|(
?∘ indicate the feasible decision frequency of 𝑠! under the value 𝑎∘

q Step 5
• update the service provisioning for services by feasible decision frequencies 𝑋+# �̃� =

arg max
?∘∈G*#

(()
{𝜚+#|(
?∘ }.

Online Optimization of Service Provisioning



Online Optimization of Service Provisioning

Online Optimization of Service Provisioning strategy (𝑶 −𝑶𝑺𝑷𝝎) Algorithm

Theorem 1: By applying OSP, the time-average system delay satisfies: 
/
,
∑01201,5/𝔻(𝑡) ≤ /

6
(𝑂𝑃𝑇 + 𝛽 + 𝑉|𝐔|A𝐷) + 𝜖 + /

A
𝑊 x 𝛼 x 𝑇. 
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Evaluations

q Basic Setting

• Hardware: E5-2620 CPU, NVIDIA RTX5000 GPU, 128Gb memory, 2Tb 
hard disk.

• Dataset: Microsoft GPS trajectory dataset (182 users), 40 users were 
selected to construct 𝐔.

• Range: 2.5km, user trajectories during 60 consecutive time slots. 



Evaluations

q Users distribution at different time slots.

(a) time slot 0. (b) time slot 20. (c) time slot 40. (d) time slot 59.

• setting 49 edge servers with the service range of 450 meters.

• computing capacity of each server to range from 2GHz to 5GHz.

• data size of each service is 1GB.

• storage of each edge server ranges from 5GB to 10GB. 



q Three Comparison algorithms
• USNP-only: Services provisioning and updating without using the prediction 

information, and the decisions are only made by USNP .

• USP-only: Services provisioning and updating by using the prediction information, and 
the decisions are only made by USP .

• O-OSP: Online services provisioning and updating based on 𝑶− 𝑶𝑺𝑷𝝎 without 
considering ω steps prediction.

Evaluations



Experiment Results 
q Average total delay under different strategies

• The numbers and trajectories of users in set U affect the results of strategies

• Prediction with 𝜔 slots in 𝑶− 𝑶𝑺𝑷𝝎 can effectively reduce the problem of service 
quality degradation caused by erratic activities of mobile users.

Evaluations

(a) # of users (10). (b) # of users (20). (c) # of users (30). (d) # of users (40).



Experiment Results 
q Average total delay with different ω time slots

• The value of 𝜔 can influence the efficiency of 𝑶− 𝑶𝑺𝑷𝝎
• The accuracy of the chosen prediction model has little effect on the results of 

𝑶− 𝑶𝑺𝑷𝝎

Evaluations

(a) group with 71.7% accuracy. (b) group with 56.6% accuracy.
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Conclusions
In this paper, we investigate the service provisioning and updating problem under the 
multiple-users scenario by improving the performance of services with the long-term cost 
constraint.

q Contributions
• We first decouple the original long-term optimization problem into a per-slot 

deterministic one by using Lyapunov optimization.

• We propose two service updating decision strategies by considering the trajectory 
prediction conditions of users.

• We design an online strategy by utilizing the committed horizon control method while 
looking ahead to 𝜔 slots predictions. 

q Experiments
• Microsoft GPS trajectory dataset




