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1. Introduction

• Distributed DNN Training
O Data Parallelism

• Partition data and assign to multiple workers
• Each worker node has parameters of the whole model

O Model Parallelism
• Partition models

O Pipeline Parallelism
• Data + Model parallelism



2. Motivation

• Training Models
• Deep learning models require larger training times as the 

depth of a model increases

• Challenges and prolonged training durations

• Transfer learning 
•By incorporating pre-trained models into a new model, training 
time is significantly reduced.
•Generalization error is lowered, enhancing the model's ability 
to perform well on new, unseen data



2. Motivation

• Freezing Layers in Transfer Learning
• The front layers become well-trained much earlier
• The deeper layers are more task-specific and capture 

complicated features outputted by front layers. 

• Insights
•Not all layers need to undergo training for the entire training 
duration. 
•We can reduce computation by consecutively freezing layers

• Consideration
•Ensure optimal accuracy. 
•The freezing process should be applied at an appropriate stage 



2. Motivation

• We can reduce computation and prevent overfitting by consecutively 
freezing layers



Ø Consider a dataset of size D = 6 and a total of s = 4 stages.
In diagram, the blue and green colors denote forward and 
backward propagation operations, respectively. The bubbles are 
depicted in gray areas. 

Example 1 -Gpipe pipeline

batch size is 6

batch size is 3



o No Freezing method is employed with a batch size of b = 6:
§ The number of bubbles is 24,
§ The training time amounts to 18 units. 

o The proposed method (SmartPipe) in employed with b = 6 and by 
freezing two layers:
§ The number of bubbles is reduced to 9, 
§ The training time is reduced to 16 units.

Example 1 (Cont.)

SmartPipe

No Freezing 

batch size is 6



o No Freezing method is employed with a batch size of b = 3:
§ The number of bubbles is 48,
§ The training time amounts to 24 units. 

o The proposed method (SmartPipe) in employed with a batch size of b = 3 
and by freezing two layers:
§ The number of bubbles is reduced to 13, 
§ The training time is reduced to 18 units.

batch size is 3
SmartPipe

No Freezing 

Example 1 -Gpipe pipeline (Cont.)



Example 2 -1F1B pipeline
Ø Consider a dataset of size D = 6 and a total of s = 4 stages.
In diagram, the blue and green colors denote forward and 
backward propagation operations, respectively. The bubbles are 
depicted in gray areas. 

batch size is 6

batch size is 3



No Freezing method is employed with a batch size of b = 6:
The number of bubbles is 24,
The training time amounts to 18 units. 

The proposed method (SmartPipe) in employed with a batch size of b = 6 
and by freezing two layers:

The number of bubbles is reduced to 9, 
The training time is reduced to 16 units.

Example 2 -1F1B pipeline (Cont.)

batch size is 6

SmartPipe

No Freezing 



o No Freezing method is employed with a batch size of b = 3:
§ The number of bubbles is 32,
§ The training time amounts to 20 units. 

o The proposed method (SmartPipe) in employed with b = 3 and by 
freezing two layers:
§ The number of bubbles is reduced to 10, 
§ The training time is reduced to 16 units.

Example 2 -1F1B pipeline (Cont.)

SmartPipe

No Freezing 
batch size is 3



Progressive Layer Freezing
o The first training iteration involves all layers being updated.

o Subsequent iterations progressively freeze layers, starting 
from early layers and progressing towards the latest layers in an 
orderly fashion



Learning the Importance of Layers



Frozen Layers Sequence



3. Experiment Results
Comparison of accuracy and training time on different datasets



3. Experiment Results

Batch size: 1024 Batch size: 8192

Batch size: 1024 Batch size: 8192



3. Experiment Results

AlexNet GoogLeNet

GoogLeNetAlexNet



4. Conclusion

o Layer freezing involves excluding specific layers from 
backpropagation, thus retaining their unchanged weights and reducing 
the computation time during backpropagation. 

o By dynamically selecting layers to freeze during the training process, 
we aim to optimize the training efficiency further. 

o The results of our approach clearly demonstrate its efficiency in 
reducing the time required for a single training iteration without 
significantly compromising accuracy
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