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Background

| Cloud Data CenterNetworks

Supportingcloud-based applications for larg g
enterprises v

' Virtual Cluster Placement

Solving the resource utilizatigeroblemin a
cloud DCN.

| Motivation

| Balancing the allocatioan physical resource (il
to virtual clusters.

| Guarantemg bothcomputatiorand
communication demaisdor users.




Problem Formulation

I Definition

1,.,: denoteghe total amount of VMs

» Data CenterNetwork: Fattree. under the subtre@g; of <

» Virtual Cluster (VC) : 7 5 thehops between PMs that
Lo # (5 96) holding theVMs of <;
. Hose Model: 8: Is a constant value which denotes
OE) B, (& thecommunication codtetween each

pair of VMs in<;

» Communication Cost: ' .=(> communicatiordemang
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Problem Formulation

| Elasticity (E): )"™* +? g%8 a. | # (B%.)
» Ey, : minimum percentage of PL PL <C0mmun'ca“°”
available slots among PMd V.
- E_ : minimum percentage of availa
bandwidth among aPLs.
PM PM
' Challenges } )\
_ o 5 <Potentia| Growth
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acemen
» Tradeoff betweenE and the) . kel kel

Fig. 1. Fattree andvirtual Cluster.




Problem Formulation

' Problem: Determinethe placement for the scaling VCs.
| # ($.9%)- C!.# ($.D $%6&)G

| Objective: Maximize? for V. under the constraints;

HIJHKLMBI # OP QN %ks.

subject to Notations:
'WH=<>W_. H <> communication cost;
uvD k(J_EWU_ U: PM capacity;

X : PL capacity;
T=/ =UDUEBSWX.




Single Virtual Cluster Scaling(VCS)

" Step 1 Initialize_ < 9:; @nd ] [,\; Existing VMs.VC, Scaling VMs. VC, N

" Step 2: Updatethe locality 95 based
on_ ..

" Step 3: Hierarchicallyplacea FVMs
into PMsinto Ts; basedn 9:;

Update PLs accordingto the scaling
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requesb. - C cb ; Pod 0 Pod 1
" Update PMs according to the
scalingVMs a. - C a. D a Fx VI [V
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Fig. 1. An exampleof different placements for single virtual cluster scaling




Multiple Virtual Cluster Scaling (MVCS)

. ExistingVMs. vC1 [VM] Incoming VMs. vVC 1
‘Problem: < # {;%:% %} " e — Ve
n vC3 [Nl 0

"Objective: Maximize over time B
elasticityin time period[h%o |;

1
N)KI B #HI 2

"5m

VM
VM o
(). VC1->vVC2->VC3 (b). VC2->VC3->VCl1

Fig. 2 An example of different placements fmultiple VCs scaling




Multiple Virtual Cluster Scaling (MVCS)

"Problem: < # {<y%.% %, }

"ODbjective: Maximize over time elasticitin time period[h%];
Step 1:Initialize _ for eachv.

Step 2:Calculate each scalimgtiop. # —L.

rS[/\

Step 3:Place thé/Cs prioritize in theascendingprder of scalingatiop..




Online Multiple Virtual Cluster Scaling
(OMVCS)

" Problem: Onlinecondition for themultiple VCs scaling;

" Objective: Maximize the over time elasticify time period[h%];

Step 1: Estimatethe fluctuating meabased on Bayesigrarameter estimation
Step2: Calculatethe future scaling ratip.;

Step 3:Relocatehe localityfor V, based omp.;

Step4: SortVCs in the seV to VOby localitiesk# tuv HKvy9:Y ;

Step5: ForVCs with the sam#cations in the order of ascending scaling raio
tuv HKwp;




Evaluation
I Single Virtual Cluster Scaling

" Compare Algorithm: Equally Scaling (ES)and Greedy Scaling (GS)

Equally Scaling (ES: scaling request of is evenly divided into several
pieces depending on the amount of PMs irstiitetree.

Greedy Scaling (G3. scaling request of Gr the PMs depends on the
amount of available resource in the drg®.

" Setting: Thenumberof the switchesO parts= 4 ,x= 6, x=8;




Evaluation

l Conclusion:

" The elasticity of the scalinyC depends on the architectures of thetifet.

" The elasticity for the scaling VC depends on various placement algorithms,
25% improvement for ES, 11% improvement for GS.
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Fig. 3 Theelasticity for single VC scaling under various fiaes.




Evaluation
| Multiple Virtual Cluster Scaling

" CompareAlgorithm:
' Random Schedule Scaling$S);
" Decreasingschedule Scalind)SS);
" IncreasingSchedule Scaling (ISS);

" Setting:
" Thenumber of the switchesO ports 4 ,x= 6, x= 8;
" TheVMs of the VCs scaledreevenly distributed between 0 and 50;




Evaluation

I Conclusion
20

"The volatility ofthe multiple scalingVCs —
IS stable.
" As shown In Fig. 4, the mean value of

under are marked by red lines, which
are close with each other under differe

algorithms.
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"Theovertime elasticity forthe multiple ~ss  DSsS Ss VOS
VCs depends on the scheduling order Scheduling Algorithms for Multiple VCs Scaling

“MVCS has the best performance In the Fig. 4 The elasticity for multiple VCs scaling.
overtime elasticity.




Evaluation
' Online Multiple Virtual Cluster Scaling

" CompareAlgorithm: onlinemultiple scalingwithout prediction

" Setting:
" The number of the switchesO parts4 ,x= 6,x= 8,x= 12;
" Scalingamount of VCsarerandomlydeterminedy the tenants;

" Set scaling frequency to éach time slot has to process the scaling or
releasing requests.




Evaluation

I Conclusion

‘Whenthe sizeof theFattree is not
very large x=4 andx& 6 ), the
advantage obnline scheduling with
prediction is nobbvious.

‘When the sizef the Fattree Is |
scaling, suclasxG 8,xG 10 andxG -
12 . the gap between these tWO The Number of Ports in the DCN 4The Nur?,be,ofgorts in1tﬁe DCILZ
solutions willincrease withthe scale (#) Online without Prediction (b) Online with Prediction

of the Fattree
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Fig. 5 Theelasticity for online multiple VCs scaling.




Conclusion

We first show that there is a trad#f between elasticity and the
communication cost for VC scaling problem.

We proposean algorithm, VCS, for the scalimgquest ofin existing VC under
the constraints of resoure@d communication costs;

We extend the single VC scaling placempridblem into multiple VCs and
provethatit is an NRhardproblem.

We proposéMVVCS and OMVCS algorithms for both offline and online cases;

Extensive simulations demonstraitat our elastic VCs scalimgacement
scheme®sutperform existing statef-the-art methods iterms ofelasticity in
the DCN
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