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Abstract—Wireless devices such as sensors have increasingly We observed that, LSNs are thick in many scenarios. For
more processing, storage, and networking capabilities, mang  example, an LSN can have the responsibility of monitoring
wireless sensor networks (WSNs) get lots of attentions in eent  jnternational borders between countries [2] and deteicitill

years. In addition, the cost of sensors is constantly decrsig tiviti Such tiviti invol bord . b
making it possible to use large quantities of these sensors ia activities. ouch acliviies can Involve Doraer crossings

wide variety of important applications in environmental, military, ~ Smugglers, military crossings, etc. The inexpensive ssnso
commercial, health care, and other fields. In order to monite can be deployed by throwing them from an airplane or an
certain types of infrastructures, many of these applicatios in- ynmanned aerial vehicle (UAV). The dropped sensors end up
volve lining up the sensors in a linear form, making a speciatlass i, 5 semj-random geographic form and could follow a linear
of these networks which are defined as Linear Sensor Networks truct Th ink nod | be denl d at .
(LSNs). In this paper, we take advantage of the linearity of the S ruc.ure. e sink nodes can also be . _ep oyed a v_arlous
network to design two graph-search_based t0p0|ogy discom |Ocat|0ns and are Separated by some SpeCIerd aVerageamstan
algorithms for LSNs, namely, LNBN and L2BN. LNBN focuses The sink nodes could be thrown from a low-flying airplane,
on minimizing the number of messages used to construct the placing them at locations which are separated by approxi-
backbone, while L2BN targets to minimizing the average numbr mately the same average distance, or they can be installed [3

of communication hops. The proposed algorithms have sevdra . . . . .
good properties. First, they allow for significant improvement in 1N @ Precise fashion by the network personnel if the terrain

the scalability of the communication process. Second, thinearity 1S €asily accessible. Applications for linear sensor net&o
of the structure and the discovered backbone can enhance the include but are not limited to the following: above-ground

routing reliability by jumping over failed nodes by increasing the  oil, gas, and water pipeline monitoring; underwater oils,ga
range. Lastly, they do not require sensor nodes to have lodah 5,4 water pipeline monitoring; railroad/subway monitgrin

detection capabilities such as GPS, which would otherwisee&d t trial bord itoring: t itoring: zid
to higher costs of sensor nodes. errestrial boraer monitoring,; sea-coast monitoring; aner

Index Terms—Wireless linear sensor networks, backbone dis- monitoring.
covery, routing.

In this paper, we introduce two topology discovery algo-
. INTRODUCTION rithms, LNBN and L2BN, for thick LSNs, where the sensor
Wireless Sensor Networks (WSNs) have received a lot of giodes are deployed between two parallel lines that carchtret
tention due to constant advancements in the field of eleicgonfor a long distance (e.g. tens or hundreds of kilometers).
and wireless communication leading to the design of low,Co$tNBN and L2BN have different objectives: LNBN concen-
small, and capable sensing devices with increasingly highfates on minimizing the number of backbone construction
processing, storage, sensing and communication capedilitmessages [4], while L2BN focuses on minimizing the average
In addition, WSNs have a great potential for use in a largRimber of communication hops. As a result of the proposed
amount of existing and future applications in numerousaregpology discovery algorithms, a small percentage of the de
such as environmental, civil, health care, military, monitg, ployed sensor nodes are selected to form a backbone network
and infrastructure surveillance. In the latter categogomsid- along the linear topology, which can be used to efficiently
erable number of the infrastructures that are monitore@ Bavroute sensing data along the linear network to the sink or
linear structure which extends over relatively long dis&8 sinks located at the end of the network or network segment.

This causes the wireless sensors to be aligned in a lingaje performance of the proposed algorithms is evaluated by
topology. New frameworks and protocols are needed to takgtensive simulations.

better advantage of the linearity of the network structure i

order to increase routing efficiency, enhance reliabiliida  The rest of the paper is organized as follows. Section I

security, and improve location management [1]. discuss related work. Section Ill presents LNBN. Section IV
This work was supported in part by UAEU - UPAR Grant No.: 31505 Presents L2BN. Section V provides simulation results, and

UPAR (1) 2014 under Grant Code GO0001655. section VI concludes the paper.
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Fig. 1: lllustration of theL D message propagation from the initiator node tdA‘_lgomhm 2 BaCkbone_D_lscovery - Algorithm at an interme-

the sink in the Linear Backbone Discovery (LBD) algorithm. diate nodey when receiving an.D message from

When nodey receives theL D(messagel D, x, messageLc

Il. RELATED WORK from nodem%t does the foIIowi(ng: ! o 9L

One-dimensional (1-D) ad hoc networks have been studied if (messageLe < myLc) then

by various researchers. Diggavi et. al. studied the charact myTempPrarent = z, myLc = messageLc

stics of wireless capacity with 1-D mobility [5]. Ghasenti e gresssele - messsagedoer), LI = PATH |y 0

al. provided an approximation formula for the connectivity ¢jge

probability of 1-D ad hoc wireless networks [6]. Miorandi et Drop LD message

al. analyzed the connectivity issue in 1-D ad hoc networks end if

using a queuing theory approach [7].
On the other hand, many researchers have investigated

topology control techniques in wireless ad hoc networks, ....cr. PATH) to all of its neighbors. The message
In [8], Santi et al. present a comprehensive survey. In [Q5niains the following parametersiessageI D, the ID or the
Ramanathan etal. study th_e optlmlzatlon_problem of crgatin discovery message to prevent loopingyID, the ID of the
desired topology by adjusting the transmit power of the 80d&ending noderessage Le, the linear discovery counter, which

In another paper [10], the authors study power assignmefi§iys the count of nodes in the discovered path from theginiti
to maintain fault tolerance in wireless devices and prese&l’imary edge node that initiated the discovery process; and

algorithms which can be used to minimize power while mairp 477 an ordered list of nodes that are contained in the
taining k-edge connectivity with guaranteed approximatiogiscovered path.

factors. In [11], a topo!ogy dlscove_ry algorithm for WSNSf Algorithm 2 describes the actions executed by an interme-

is presented. The algorithm determines a set of nodes wh te nodey when it receives an LD message from node

can act as cIu?tt(;r hde_?fds mttthe netv¥()trk. Iln [31, \I/Van_gt;hpresfengFirst nodey checks to see if the linear counter in the

an I(:}(/j(_arwew_o | 3VSINer(tar? t)r/]pes ?3 opology a%o.n ms 1o essagenessagelLc is better (i.e. smaller) than its own linear

muttidimensiona s that have been proposed In researg untermy Lc. If that is the case, then it changes its temporary
These algorithms are primarily designed for multi-

. ) arent tox, and updates itsnyLc counter with that, which
d!mensmnal WSNS. They do not _take advantagt_a o_f the F?'i%'in the message. It then increments the linear counter in
dictable topology of a thick LSN in order to optimize their,

f Dif ‘f " the algorith - tthe message by one, adds its owP to the PATH and
periormance. itierent from them, the algorthms presentq, ,qcasts the updated LD message to all of its neighbors.

|r} EE'S pa;per I?re dedS|grled tg tak? ad\I/antag.e of the Ime?g}ﬁwever, if messageLc is not smaller thannyLc, then it
° E m(ej word In order fo reduce otpo og%. IScovery contr rops the message. Because it already has a parent node with
overhead, and Increase communication efficiency. a better linear count with a smaller number of hops from the

I1l. TOPOLOGYDISCOVERY ALGORITHM: LNBN source, which contributes with a lower number of hops in the
LNBN consists of two phases: linear backbone discoveRckbone.

(LBN) and new backbone node declaration. LNBN tries to Algorithm 3 describes the actions taken by the sink when
construct a backbone for a thick WSN and minimizes tHEreceives an LD from a node. Namely, it saves thd D

number of messages used. of z as its backward neighbor as well as the length of the
_ _ _ discovered backbone in number of hops that is contained
A. Linear Backbone Discovery (LBD) Algorithm in the messageLec. It then unicasts a sink found message,

The LBD algorithms is shown in Algorithms 1, 2, 3, and 4SF(messagel D, source = myl D, destination = x, BBlc,
It is also illustrated in Figure 1. It works in the following PAT H) back to the discovery initiating node through the
manner. As indicated in Algorithm 1, the designated firgtodes in the discovered backbone.
node on the primary edge of the LSN starts the discoveryAlgorithm 4 describes the steps taken by an intermediate
process by initializing its discovery variables and brasiing node y when it receives anSF(messagelD, source =
the Linear Discovery (LD) messadeD(messagel D, myID, mylD, destination = x, BBle, PATH) message from a



Algorithm 3 Backbone Discovery - Algorithm at the sinkAlgorithm 5 NBD Initiation - Algorithm initiated by a newly

when receiving an.D message from node declared BN node
When the sink receives the D(messagel D, z, messageLc, sourceBNID =mylD, NBDringSize = p
PATH) message from node it does the following: numO fHops =0, PATH_TO_BN = mylD
myBacwadNeigh=x, BBLc = messageLc Broadcast NBD (messagelID, sourceBNID, mylD,
Send SF(messagel D, source = mylD, destination = =, NBDringSize, numO fHops, PATH_TO_BN)
BBle, PATH)

Algorithm 4 Backbone Discovery - Algorithm at an interme-

3 3

A 26 v - £ .
diate nodey when receiving a&5F message from node H éif;ﬁiss wo Ox
NED(C. CE. 2) 5 e &

iAmPartO f Backbone = TRUE e - . R ".‘NBD-‘M w2
Save the full or local part of the discovered backbon@ T H N80, 8,1 of i &
in the routing table according to the adopted caching gfyate  0iscovery intiator Node ‘f‘-;"BD""-M L ire
myBackwardDir Neigh = myTempParent R B - [ ¢ 7\
myForwardDirNeigh = x neois, B, 11, 4 SO, 1) M
myDistFromSource = messageLc o O,_‘ eI ‘o
myDistFromSink = messageLc - myLC NEDIE, B3, 2) Dy, o M R
Send SF(messagel D, source = mylD, destination = x, ok LI o O-'_l N
messageLc, PATH ) R

— Link in Discovered Backbone O Backbone Node (BN)

Link Outside Backbone O Non-Backbone Mode (NB)

—— Link Oulsice Backbone ——  NB Discovary (NBD) Message

node x. First, y sets itsiAmPartO f Backbone variable to Fio. 2: llustration of the\ B ion in th ¢ BN nod
. . 1g9. 2: lllustration o message propagation In the neares noae
TRUE. Then nodey fully or partially caches the dlscovereddiscovery algorithm.

backbone depending on the strategy that is used. A full ogchi
of the backbone allows the node to have the full list of the . . )
nodes in the backbone and consequently ngdeas more #; numO f Hops, which contalns.the number of hqu that this
flexibility in routing packets. However, this comes at thestco Message has traversed so far (it starts at 0 and is increthente
of increased memory usage. On the other hand, nodan S the BND message propagates through the nodes); and
partially cache the local part of the backbone suchkas PATH to_BN, which is the path to thé8N' node that is
nodes in each direction, which allows it some flexibility ifliScovered so far. As the BND message is propagated, each
routing packets and reaction to neighboring node failureew ntérmediate node concatenates its olil to the end of the
reducing its memory usage. Nogehen sets its forward and PATH_to_BN it received in from the previous node.
backward direction neighbors, as well as the distance fromAlgorithm 6 describes the steps taken by an intermediate
the source, and distance from the sink in number of hopsdey when it receive theV BD message from another node
Afterwards, node, forwards theSF' message to its backwardz. Namely, when theV BD message reaches a node, it does
neighbor. This propagation of tifeF' message continues alonghe following. It caches the pati?ATH_TO_BN, to the
the nodes in the discovered backbone till it reaches theceounewly discoveredB N node. Nodey now can use this path to
node, thereby completing the backbone discovery process.send messages to thi&N node in order to transmit them to

At the end of the backbone discovery process, we will hatiee sink through the backbone. It then increments the number
two types of nodesBackbone Nodes (BNsyhich are a part of hops. If the new number of hops in the message is still
of the backbone, anton-backbone Nodes (NBsyhich did less than or equal to theingSize, then it adds its own
not end up being a part of the backbone. They are usedlidto PATH_TO_BN, and broadcasts the message to its
perform normal sensing operations. neighbors. Otherwise, it drops the message. Figure 2 previd

) ) an illustration of thelV BD message propagation. As tisg’

B. The New BN Declaration (NBD) Broadcast algorithm message propagates back from the sink, each of the newly
At the end of the backbone discovery process, the newdjscoveredBN nodes broadcasts aN BD message, which
discoveredB N nodes will broadcast a a NewN Declaration is initiated and propagated according to Algorithms 5 and

(NBD) message to inform all of the nodes withinhops 6 respectively. The figure shows theN nodes, which are
from itself that it is a part of the backbone. Algorithm 5 imodesA, B, C, I, K, L, and M. These nodes constitute the
used by theBN node to initiate the broadcast process of thdiscovered backbone. It also shows fii& nodes, which were

N BD message. In th&/ BD message, th& N node includes not designated as part of the backbone. Each of\ilienodes
the following parametersmessagel D, which contains the is shown with the corresponding distance (in number of hops)
messagel/ D to prevent looping;source BNID, which is from the nearesBN node. The dashed lines show the path
the ID of the sending BN nodemnylID, which is theID of each of theN B nodes to the neare& N node according

of the node forwarding the BND message and is initiallthe the described algorithms. These paths are discoveted af
equal to thesourceBNID; BN DringSize, which is the the broadcast and propagation of theBD messages from
size of the broadcast ring in number of hops and is set tiee BN nodes.



Algorithm 6 NBD Propagation - Algorithm at an intermediateAlgorithm 7 L2BN
nodey when receiving aVv BD message from node. Require: |, S, AL, A2

When nodey receives anN BD (messagel D, source BNID, 1: use LBN to find the shortest path I-U between | and U
mylD, BN DringSize, numO fHops, PATH_TO_BN)

‘ f 2: use LBN to find the shortest path U-S between Al and S
rom a nodex. ) . _
save PATH_TO_BN in the routing table as a path to the 3: use LBN 1o ;!nd tEe sEortest patE -V bbetween ! and(;/
sour BNID node, which is now a part of the backbone 4: use LBN to find the shortest path V-S between V and S
numO f Hops = numO fHops + 1 5: catenate I-U and U-S
if (numO fHops < ringSize ) then 6. catenate I-V and V-S

é’ATfﬂ;Oﬁgg =( PATH_ITS_BN | ngIV[}D i Tuse NBN for the other nodes to find their shortest paths

roadcas message , source , my s

BN DringSize, numO f Hops, PATH TO_BN) message to the constructed two backbone paths

to all neighbors
else

Drop NBD message LBN that relies on LD and SF messages to find the shortest
end if paths from | to U, from U to S, from | to V, and from V

to S. Then, we catenate I-U and U-S to generate one path,
and catenate I-V and V-S to generate another one. Note that,
IV. ToOPOLOGYDISCOVERY ALGORITHM: L2BN these two paths are not necessarily node-disjoint. Lasty,

use NBN to declare these new backbone nodes and ensure the

In the last section, we have proposed a distributed backbqfifier non-backbone nodes to find their shortest paths to the
discovery algorithm based on the shortest path between {ig) packbone paths.
discovery initiator node and the sink. This path is then usedy; is worth noting that, L2BN is highly flexible: depending
as the backbone path and the other non-backbone nodes sgithe density of sensor nodes, the ratio of thick WSN height
messages to the sink via the backbone path. Before intlgucf, yigth, and the relative importance of communication gela

L2BN, let us examine some design alternatives. we can adjust the number of anchor nodes to generate the
When designing such kind of backbone discovery algguckbone paths.

rithms, we are often interested in two metrics: the number of
messages generated for constructing the backbone (theemumb V. PERFORMANCEEVALUATION
of construction messages for short), and the average numBerSimulation Setup

of hops for each sensor node to send messages to the sink (thgne thick linear sensor network is generated according
average number of communication hops for short). to the model stated in Sections | and II. A thick LSN is

Here is another strategy: let every sensor node other titan ghodeled as a rectangle in our simulations. Key parameters
sink send LD messages to the sink, i.e., each sensor node fifidge simulations include the thickness (i.e. the width}tef
its shortest path to the sink. Of course, this strategy &eBie thick LSN, the length of the thick LSN, the number of sensor
the smallest average number of communication hops, howeygides, the communication range of a sensor node, and the
it may incur unaffordable flooding message overhead.  sjze of the broadcast ring. In our simulation, the default

In fact, LNBN and the above strategy represent two exalues of these input parameters are set as follows: thenwidt
tremes in the design space: LNBN targets to minimize th& is 500 meters, the length is 10000 meters, the number
number of construction messages while does not explicitly of sensor nodes is 1000, the communication raRgege
minimize the average number of communication hops, af each sensor node is 100 meters, the default ring size
SBN does in the reverse way. % — 1, which is equal to 2.

Inspired by this observation, we thereby propose an algo-In all simulations, the position of each sensor node is
rithm that carefully balances this two design extremes. Theiformly generated within the 2-dimensional rectanglat th
basic idea is to construct two paths from the initiator to th@presents the thick LSN. Two sensor nodes can communicate
sink (in contrast to selecting the shortest path in the LNBNand only if the distance between them is not larger than the
algorithm). Although we may use more construction messaggsmmunication range. The node that initiates the backbone
than LNBN, the average number of communication hops mugicovery is the leftmost node within the 2-D rectangle;
decrease. We call this strategy L2BN. L2BN requires fowimilarly, the sink is the rightmost node within the thick LS
anchor nodes: |, the discovery initiator, S, the sink, and tw The performance metrics used in our evaluations are the
others. Suppose we can denote the thick WSN by a rectangee for backbone discovery, the numberlob andSF mes-
with length L and thicknes§’, and the top-left corner by (0,0). sages used in the backbone discovery process, and the number
Then, the other two anchor nodes U and V can be representéchew backbone node declaratiotv D) messages. Our
by (L/2,T/4) and (L/2,3T/4), respectively. We note that, simulation seeks to investigate the impacts of these paemme
most WSNs have anchor nodes for the localization purpoSgius, we ran experiments with one varying parameter while
besides, deploying anchor nodes is not hard and their positi keeping the others to their default values. Each experiment
can be flexibly adjusted for future unforeseen use. run lasts for sufficiently long time, so as to better reflee th

The details of L2BN are shown in Alg. 7. First, we employerformance of the proposed algorithm.
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B. Simulation Results We also fix the number of sensor nodes at 1000, and see

1) LNBN on Large NetworksFig. 3 presents how LNBN how LNB_N and L2BN perform undgr varying communication
performs on large networks. We see in Fig. 3(a) that, whéAnge. Fig. 5(a) shows the comparison results. It is reddena
the number of sensor nodes (i.€Y) increases, the time 0 see that, the time of backbone discovery decreases as the
of backbone discovery decreases, and its decreasing Sp@@@munication range increases. We also find that, the nigmber
also decreases. This is due to the relatively large number@f NBD messages in two algorithm are almost the same,
sensor nodes: more sensor nodes will not help improve thile the number of LD+SF messages vary a lot. When the
connectivity of the network. In Figs. 3(b) and (c), we seBommunication range increases, the number of pairs of senso
that, the number of LD+SF and NBD messages increadades that can communicate increases, therefore, the mumbe
as the number of sensor nodes increases; increasingly, @hé&nessages increases as well.
increasing speed also increases. This is due to the fact thaB) Visualization ExampleWe also provide in Fig. 6 two
these messages are spread in a broadcast way, and the nuifipéalization examples of running LNBN and L2BN on the

of message thereby increases with a speed that is propairticitme underlying WSN. In this set of figures, we set the
to the square of the number of sensor nodes. number of sensor nodes to be 300, the communication range

2) Comparison Results of LNBN and L2BMVe are in- to be 200, the width and the length of the thick WSN to be
terested in comparing LNBN and L2BN. Fig. 4 shows th800 and 2500, respectively. The positions of sensor nodes ar
comparison results between LNBN and L2BN, in which theandomly generated within the area. We see that, L2BN finds
communication range is set to 100. In Fig. 4(a), we see th&wo backbone paths, making it cover the other non-backbone
the time of backbone discovery in L2BN is nearly twice as th&aodes in a “shorter” distance, and it is reasonable to caieclu
in LNBN. This is because, we need to construct two paths irffat, the average number of communication hops in L2BN is
distributed way—using messages—in L2BN. In Fig. 4(b), weuch smaller than that in LNBN, as we will shortly see in
find that, the number of LD+SF messages in L2BN is roughtje next subsection.
four times as that in LNBN. This is reasonable, since L2BN 4) L2BN Benefit:One main purpose of backbone construc-
uses LBN four times to find the corresponding backbone patfion is to facilitate delivering normal data packets. We wiefi
and in each time, although LBN is used to find a “shorteithe number of communication hops of a sensor nadeas
path, it performs the same operations as for a “longer” pathe sum of the number of hops of the shortest path ftém
In this sense, the number of messages it may produce is ftm@ny node, say’, in the backbone path and the number of
times as many as those in LNBN. hops fromY to the sink. This metric is very important, as

In Fig. 4(c), the number of NBD messages in L2BN ié determines the delay of delivering normal data packets an
almost the same as that in LNBN. This is reasonable, sinitee number of message forwardings.
there are two backbone paths in L2BN that may produce mordt is important to note that, the average number of communi-
NBD messages, but these two paths can also cover the ottegtion hops in L2BN is much smaller than that in LNBN. But
sensor nodes in a shorter distance. how much? Fig. 7 shows the gap, where the communication
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VI. CONCLUSIONS ANDFUTURE RESEARCH

In this paper, we present two graph-search-based algaithm
for backbone discovery in thick LSNs. The resulting backdon
can be used for efficient data routing. The proposed algo-
rithms have several good properties, namely, good scijabil
increased reliability and fault tolerant. Our future workllw
focus on utilizing the linearity structure to allow the rimg
protocol to overcome node failures by jumping over failed
nodes.
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range is set to 100. We see that, the average number of
communication hops in LNBN is roughly 15, which is about
twice as many as that in L2BN, which is around 6.

The benefit of shorter communication path of L2BN will [7]
be more evident when we look at Fig. 8. We fix the number
of sensor nodes at 1000, and the communication range &t
100. The x-coordinate represents the number of normal d
packets send; the y-coordinate represents the total nuaiber
message forwardings. We see that, when the number of normal
data messages exceeds 2,000, the total number of meséjaoé
forwardings in L2BN becomes less than that in LNBN. We
note that, considering the number of sensor nodes in the WBA
of interest of interest to be 1,000, the number of normal data
messages can easily exceed 2,000.

§

REFERENCES

I. Jawhar, N. Mohamed, and D. P. Agrawal, “Linear wirslesensor
networks: Classification and applicationgfsevier Journal of Network
and Computer Applicationsrol. 34, pp. 1671-1682, 2011.

A. D'Costa, V. Ramachandran, and A. M. Sayeed, “Distrdli clas-

sification of gaussian space-time sources in wireless saretworks,”

IEEE Journal on Selected Areas in Communicatjord. 22, pp. 1026—
1036, August 2004.

Y. Wang, “Topology control for wireless sensor netwatk§Vireless

Sensor Networks and Applications, Springep. 113-140, 2008.

I. Jawhar, J. Wu, N. Mohamed, and S. Zhang, “An efficierapyr search
algorithm for backbone discovery in wireless linear sensetworks,”

in Proc. of MiSeNet 2015p. 604—609, Oct 2015.

S. Diggavi, M. Grossglauser, and D. Tse, “Even one-desiveral

mobility increases adhoc wireless capacity2EE Transactions on
Information Theoryvol. 51, November 2005.

6] A. Ghasemi and S. Nader-Esfahani, “Supporting aggeegateries

over ad-hoc sensor networkdEEE Communications Lettersol. 10,
pp. 251-253, April 2006.

D. Miorandi and E. Altman, “Connectivity in one-dimepsial ad hoc
networks: a queuing theoretical approactireless Networksvol. 12,
pp. 573-587, September 2006.

P. Santi, “Topology control in wireless ad hoc and sensetworks,”
ACM Computing Surveysol. 37, pp. 164-194, March 2005.

R. Ramanathan and R. Rosales-Hain, “Topology contromaftihop
wireless networks using transmit power adjustmeht,’Proc. of IEEE
Infocom 2000 pp. 404-413, March 2000.

M. Hajiaghayi, N. Immorlica, and V. Mirrokni, “Power dimization
n fault-tolerant topology control algorithms for wirefesmulti-hop
networks,”in Proc. of ACM MobiCom 2003September 2003.

B. N. B. Deb, S. Bhatnagar, “A topology discovery alglom for
sensor networks with applications to network managem¢éBEE CAS
workshop September 2002.



