Mobile data offloading is regarded as an effective way to relieve the traffic burden of cellular networks, which applies complementary network technologies to deliver mobile traffic that was originally planned to be transmitted via cellular networks [5], [6], [7]. Mobile data offloading can be implemented in many ways such as small base stations, Wi-Fi networks, heterogeneous networks, or Device-to-Device (D2D) communications. In recent years, data offloading via small base stations, Wi-Fi networks, and heterogeneous networks have evolved as mature technologies. However, they all rely on infrastructures, which have some disadvantages such as high maintenance cost, expensive installation cost, and limited coverage [8].

Another effective way to offload cellular traffic, is to deliver contents via D2D communications, also called D2D offloading [9], [10]. In D2D communications, nodes can employ their mobile devices with wireless interfaces for intermittent communication when they are within the mutual communications range [11], [12]. Different from the traditional content delivering method via cellular networks, D2D offloading first distributes the content to a small set of nodes, then these nodes can further help deliver the content to others who request the content via opportunistic D2D transmissions. Most mobile services provided by the CSP, such as multimedia newspapers, weather forecasts or advertisements, do not have strict real-time requirements and need to be delivered to a large number of nodes. Because of these non-real-time applications, the CSP only needs to transmit content to a small set of selected nodes, called caching nodes in this paper, under this way the cellular traffic and the operation cost of the CSP can be reduced.

Recent studies [13] have demonstrated that D2D offloading can effectively relieve the traffic burden of cellular networks. However, mobile nodes may not be willing to take part in D2D offloading without proper financial incentives (such as payment or reward) since the data offloading process will incur energy and transmission cost [14]. As a result, it is necessary to exploit effective incentive mechanisms to motivate nodes to participate in D2D offloading. Meanwhile, the design of the content caching strategy is also crucial to the performance of D2D offloading. First, nodes in D2D communications meet opportunistically; it is difficult to predict nodes’ movement and mutual contact. Second, the amount of data transferred between mobile nodes is related to the contact times and the duration of contacts, thus one content may not be transmitted completely at one time. Third, although the cache capacity of mobile nodes has increased greatly, it is still limited compared to the CSP. Therefore, from the perspective of the CSP, it
remains open to jointly consider the content caching strategy and incentive mechanism to improve the performance of D2D offloading.

Based on the above analysis, the following issues are considered in this paper: (i) How to design efficient content caching strategy? (ii) How to stimulate mobile nodes to take part in D2D offloading and what is the corresponding payment of the CSP to each mobile node? (iii) How to maximize the saving cost of the CSP while satisfying some specific constraints? We answer these issues by proposing a novel Incentive-driven and Deep Q Network (DQN) based Method, named IDQNM. In IDQNM, the reverse auction is employed as the incentive mechanism, where the CSP acts as the auctioneer and mobile nodes act as the bidders. Then, the incentive-driven D2D offloading and content caching process is modeled as Integer Non-Linear Programming (INLP), aiming to maximize the saving cost of the CSP. To solve the optimization problem, the content caching method based on a Deep Reinforcement Learning (DRL) algorithm, named DQN is proposed to get the approximate optimal solution by exploiting Deep Neural Network (DNN). Furthermore, a standard Vickrey-Clarke-Groves (VCG)-based payment rule is proposed to compensate for mobile nodes’ cost in D2D offloading.

The contributions of this paper are summarized as follows:

1) A dynamic and time-varying D2D offloading system is explored with consideration of the uncertain and dynamic content requests, mobility as well as the limited cache capacity of nodes.
2) An Incentive-driven and DQN-based Method, named IDQNM is proposed to stimulate nodes to participate in D2D offloading, in which the reverse auction is employed as the incentive mechanism, and a DQN-based method is proposed to solve the content caching optimization problem.
3) To compensate for mobile nodes’ cost in D2D offloading, an innovative VCG-based payment rule is proposed, which guarantees the individual rationality and truthfulness properties of the proposed IDQNM.
4) The real trace-driven simulation results demonstrate that our proposed IDQNM greatly outperforms other baselines in terms of the CSP’s saving cost and the offloading rate in different scenarios.

The rest of this paper is organized as follows. Section II reviews the related work, and Section III introduces the system model, including the network architecture, opportunistic D2D transmissions model and reverse auction model. In Section IV, the problem is formulated as INLP with the objective to maximize the saving cost of the CSP. Section V introduces the DQN-based content caching method, and the payment rule based on the standard VCG scheme. In Section VI, the individual rationality and truthfulness of the proposed IDQNM are proved. Section VII introduces the performance evaluation. Finally, Section VIII concludes this paper.

II. RELATED WORK

Some studies have exploited data offloading through D2D communications from different perspectives. Pan et al. in [15] jointly considered the social characteristics and physical transmission, and proposed an iterative algorithm to maximize the offloaded traffic via D2D communications. In [16], the authors formulated the data offloading through D2D communications as a link prediction problem, and proposed a framework based on the link prediction which can reconstruct the observed network more realistic. From the energy perspective, Yang et al. in [17] formulated the cost-aware energy efficient data offloading problem as a discrete time optimal control problem. Due to the curse of dimensionality, an approximation based method was proposed to solve the problem. In [18], Yu et al. considered the social relationship in multi-access edge computing and proposed a Monte-Carlo based efficient task assignment method, named TA–MCTS, to minimize the energy consumption. Zhang et al. in [19] jointly considered the interference between mobile nodes, caching state, link scheduling and routing, and proposed an online algorithm based on the Lyapunov drift-plus-penalty theory to minimize the energy consumption through D2D communications. Zhao et al. in [20] proposed a social-aware three-phase method to improve the data offloading efficiency. Recently, some studies have applied reinforcement learning technology to improve the performance of data offloading. In [21], the authors investigated the system model, and proposed a multi-agent reinforcement learning-based cooperative content caching method to improve nodes’ quality of experience, in which the preference of nodes are unknown and only the historical demands for the content can be observed. The authors in [22] designed a novel edge caching framework, and proposed an DDPG-based mechanism to reduce the system cost and the content delivery latency. In [23], a lightweight deep-learning technique was proposed to select the best channel for mobile nodes in D2D communications, which is different from the traditional methods that specify one channel on a specific band at a moment. Wang et al. in [24] proposed a heterogeneous collaborative edge caching framework based on D2D communications, which jointly optimizes the node selection and cache replacement. To solve the optimization problem, they proposed an attention-weighted federated DQN-based method to control the decision process. In [25], the authors considered the edge caching problem in hierarchical wireless networks and proposed a distributed content replacement strategy based on the Q-learning algorithm, which can be used in the large-scale real trace. However, the above studies assume that nodes are cooperative in providing data offloading services, and they do not consider the situation that nodes are selfish or rational.

Recently, some incentive mechanisms based on economic theory have been proposed to stimulate nodes to participate in data offloading, such as game theory [26], [27], contract theory [28] and auction theory [29] - [36]. Shah et al. in [26] modeled the interactions in the market as a Stuckelberg game with three-stage, and discussed two games of different objective functions of the Mobile Network Operator (MNO). In [27], the authors modeled the interaction between mobile nodes as an incomplete information bargaining game, and proposed a distributed incentive mechanism to reduce the total amount of payment when multi-hop offloading is considered. Under the premise of guaranteeing the service quality, Chen
et al. in [28] designed a contract-based incentive mechanism to maximize the operator’s expected profit by using D2D multicast communications. In [29], a novel mobile network data transaction system based on basic and networked auction models is proposed to lead highly efficient data allocation among nodes. In [30], Paris et al. designed a combinatorial reverse auction mechanism to select the cheapest Wi-Fi APs and offload the maximum amount of traffic from the MNO. In [31], Song et al. proposed a reverse auction-based incentive mechanism with a cost constraint in content distribution via D2D communications. In [32], a truthful double auction method was proposed for resources trading in multi-cell multi-channel networks to achieve good performance from the perspective of economy, and make both the buyer/seller obtain satisfactory benefit. In [33], the authors investigated the caching placement methods based on the multi-winner auction approach to reduce the content caching redundancy. Du et al. in [34] proposed a second-priced auction-based spectrum sharing and traffic offloading mechanism for the hybrid satellite-terrestrial networks, in which the truthful bid is the dominant strategy and the winners only need to pay the auctioneer the second highest price. The authors in [35] proposed a robust optimization algorithm based on the multi-item auctions when the MNO has incomplete information, which can guarantee the individual rationality, incentive ability, and budget feasibility. Du et al. [36] designed a double auction-based video caching mechanism to elicit the insufficient or hidden information, and maximize the social welfare in heterogeneous ultra-dense networks. However, the above existing studies about auction-based incentive mechanism in D2D offloading mainly formulate the auction from the perspective of users, where some users with contents act as sellers, and other requested users act as buyers.

Compared to the above previous studies, this paper jointly considers the content caching strategy and incentive mechanism to improve the performance of D2D offloading the perspective of the CSP. Furthermore, an Incentive-driven and DQN-based method, named IDQNM is proposed to stimulate nodes to participate in D2D offloading and maximize the saving cost of the CSP. In the design of IDQNM, the reverse auction is employed as the incentive mechanism, and a DQN-based method is used to select caching nodes.

### III. System Model

This section introduces the system model related to our proposed method in detail. We consider the scenario with a CSP, a Base Station (BS), and some mobile nodes. These mobile nodes with limited cache capacity are within the coverage of the BS, and some contents need to be transferred from the CSP to the requested nodes within the deadline. The BS can receive the contents from the CSP through the backhaul wired link, then the BS can deliver the contents to mobile nodes through the cellular links. Meanwhile, the mobile nodes can deliver contents to each other via D2D communications.

#### A. The Content Model

The proposed system runs over an infinite time period, which is divided into $L$ time slots, denoted as $\mathcal{L} = \{1, 2, ..., L\}$, and the duration of each time slot is $T$. We assume that the CSP has $F$ contents, denoted as $\mathcal{F} = \{1, ..., F\}$, and the popularity of each content is different and follows the Zipf distribution. Moreover, the popularity of each content equals the preference of each node. Each content has limited data size, denoted as $\mathcal{D} = \{D_1, D_2, ..., D_F\}$. Different contents have different tolerant delays denoted as $\mathcal{T}_f(l) = \{\mathcal{T}_f(l), \mathcal{T}_f(2), ..., \mathcal{T}_f(l)\}$, where $\mathcal{T}_f(l)$ represents the tolerant delay of content $f \in \{1, 2, ..., F\}$ at time slot $l$. Mobile nodes can get the requested content via D2D communications before the deadline, otherwise it will be directly transmitted by the BS. $\mathcal{T}^0_f(f \in \{1, ..., F\})$ denotes the tolerant delay of content $f$ in the initial time. Therefore, $\mathcal{T}_f(l)$

---

**TABLE I**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{L}$</td>
<td>The set of time slot</td>
</tr>
<tr>
<td>$T$</td>
<td>The duration of each time slot</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>The set of contents</td>
</tr>
<tr>
<td>$D_f$</td>
<td>The size of content $f$</td>
</tr>
<tr>
<td>$\mathcal{T}_f(l)$</td>
<td>The tolerant delay of content $f$ at time slot $l$</td>
</tr>
<tr>
<td>$\mathcal{T}^0_f$</td>
<td>The maximum tolerant delay of content $f$</td>
</tr>
<tr>
<td>$\mathcal{N}$</td>
<td>The set of mobile nodes</td>
</tr>
<tr>
<td>$Z_i(l)$</td>
<td>Node $i$’s cache capacity at time slot $l$</td>
</tr>
<tr>
<td>$Z^0_i$</td>
<td>Node $i$’s maximum cache capacity</td>
</tr>
<tr>
<td>$\mu_{ij}$</td>
<td>The transmission rate of node $i$ to node $j$</td>
</tr>
<tr>
<td>$q_{jff}(l)$</td>
<td>The size of content $f$ requested by node $j$ at time slot $l$</td>
</tr>
<tr>
<td>$T_{trans}(l)$</td>
<td>The transmission time that node $j$’s request for content $f$ can be satisfied by node $i$ at time slot $l$</td>
</tr>
<tr>
<td>$c_{ij}(l)$</td>
<td>The size of content $f$ that node $i$ has cached at time slot $l$</td>
</tr>
<tr>
<td>$e_{ij}(l)$</td>
<td>Node $i$’s interest to content $f$</td>
</tr>
<tr>
<td>$x_{ij}(l)$</td>
<td>Binary variable indicates if node $i$ is selected as a caching node for content $f$</td>
</tr>
<tr>
<td>$\lambda_{ij}$</td>
<td>The contact rate between nodes $i$ and $j$</td>
</tr>
<tr>
<td>$\omega_{ij}$</td>
<td>The number of contacts between nodes $i$ and $j$</td>
</tr>
<tr>
<td>$p_{i(j),f}(\mathcal{T}<em>f(l), q</em>{jff}(l))$</td>
<td>The offloading probability that node $j$ who requests content $f$ can be served by node $i$ within the tolerant delay $\mathcal{T}_f(l)$</td>
</tr>
<tr>
<td>$\tau_1(l)$</td>
<td>The total amount of traffic that should be transmitted by the CSP at time slot $l$</td>
</tr>
<tr>
<td>$\tau_2(l)$</td>
<td>The amount of traffic transmitted via D2D communications at time slot $l$</td>
</tr>
<tr>
<td>$\tau_3(l)$</td>
<td>The extra cellular traffic transmitted to caching nodes who are not interested in the contents at time slot $l$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>The unit traffic cost via cellular links</td>
</tr>
<tr>
<td>$\nu_i$</td>
<td>True value of the unit cost in D2D communications of node $i$</td>
</tr>
<tr>
<td>$b_i$</td>
<td>The expected unit traffic price of caching node $i$</td>
</tr>
<tr>
<td>$B_{i,f}(l)$</td>
<td>Node $i$’s expected compensation for offloading content $f$ at time slot $l$</td>
</tr>
<tr>
<td>$R_{i,f}(l)$</td>
<td>The offloading potential of node $i$ for content $f$ at time slot $l$</td>
</tr>
<tr>
<td>$\delta_{i,f}(l)$</td>
<td>The cost that the CSP can save by offloading the content $f$ through node $i$ at time slot $l$</td>
</tr>
<tr>
<td>$U_{i,j}(l)$</td>
<td>The CSP’s saving cost after selecting caching nodes at time slot $l$</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td>The set of caching nodes selected by the CSP</td>
</tr>
<tr>
<td>$\mathcal{P}_i$</td>
<td>The marginal contribution of caching node $i$</td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td>The real payment of caching node $i$</td>
</tr>
</tbody>
</table>

---

**Legend:**

- $\mathcal{T}$: The set of time slot
- $\mathcal{F}$: The set of contents
- $D_f$: The size of content $f$
- $\mathcal{T}_f(l)$: The tolerant delay of content $f$ at time slot $l$
- $\mathcal{T}^0_f$: The maximum tolerant delay of content $f$
- $\mathcal{N}$: The set of mobile nodes
- $Z_i(l)$: Node $i$’s cache capacity at time slot $l$
- $Z^0_i$: Node $i$’s maximum cache capacity
- $\mu_{ij}$: The transmission rate of node $i$ to node $j$
- $q_{jff}(l)$: The size of content $f$ requested by node $j$ at time slot $l$
- $T_{trans}(l)$: The transmission time that node $j$’s request for content $f$ can be satisfied by node $i$ at time slot $l$
- $c_{ij}(l)$: The size of content $f$ that node $i$ has cached at time slot $l$
- $e_{ij}(l)$: Node $i$’s interest to content $f$
- $x_{ij}(l)$: Binary variable indicates if node $i$ is selected as a caching node for content $f$
- $\lambda_{ij}$: The contact rate between nodes $i$ and $j$
- $\omega_{ij}$: The number of contacts between nodes $i$ and $j$
- $p_{i(j),f}(\mathcal{T}_f(l), q_{jff}(l))$: The offloading probability that node $j$ who requests content $f$ can be served by node $i$ within the tolerant delay $\mathcal{T}_f(l)$
- $\tau_1(l)$: The total amount of traffic that should be transmitted by the CSP at time slot $l$
- $\tau_2(l)$: The amount of traffic transmitted via D2D communications at time slot $l$
- $\tau_3(l)$: The extra cellular traffic transmitted to caching nodes who are not interested in the contents at time slot $l$
- $\alpha$: The unit traffic cost via cellular links
- $\nu_i$: True value of the unit cost in D2D communications of node $i$
- $b_i$: The expected unit traffic price of caching node $i$
- $B_{i,f}(l)$: Node $i$’s expected compensation for offloading content $f$ at time slot $l$
- $R_{i,f}(l)$: The offloading potential of node $i$ for content $f$ at time slot $l$
- $\delta_{i,f}(l)$: The cost that the CSP can save by offloading the content $f$ through node $i$ at time slot $l$
- $U_{i,j}(l)$: The CSP’s saving cost after selecting caching nodes at time slot $l$
- $\mathcal{M}$: The set of caching nodes selected by the CSP
- $\mathcal{P}_i$: The marginal contribution of caching node $i$
- $\mathcal{P}$: The real payment of caching node $i$
can be updated as follows:

\[
\mathcal{T}_f(l) = \begin{cases} 
\mathcal{T}_f^0 - (l - 1)T, & \mathcal{T}_f^0 - (l - 1)T > 0 \\
0, & \mathcal{T}_f^0 - (l - 1)T \leq 0.
\end{cases}
\]  

(1)

It is worth noticing that when \( \mathcal{T}_f(l) > 0 \), the node’s requests will be satisfied through D2D communications, otherwise the rest of the requests will be transmitted by the BS through the cellular links.

B. Mobile Node Model

\( N \) mobile nodes exist in the network, denoted as \( \mathcal{N} = \{1, ..., N\} \). All mobile nodes are within the service coverage of the BS, and each mobile node has the following properties:

- **The cache capacity** \( Z_i(l) \): \( Z_i(l) = \{Z_i(l), Z_2(l), ..., Z_N(l)\} \) is used to denote the available cache size of the nodes at time slot \( l \), and \( Z_i^0(i \in \{1, 2, ..., N\}) \) represents node \( i \)'s cache capacity in the initial time.

- **Data transmission rate** \( \mu_{ij} \): Similar to [33], we use orthogonal model to allocate non-overlapping orthogonal radio resources for D2D transmissions, in which the bandwidth of each node is divided into equal sub-bands. When a caching node transmits contents to different nodes at the same time, each node is assigned an equal sub-band and there is no interference between different sub-bands. Then, the data transmission rate between nodes \( i \) and \( j \) can be given as:

\[
\mu_{ij} = \frac{W_i}{n_i} \log \left(1 + \frac{h_{ij}(l)P_i^{Trans}}{\omega(l) + \sigma^2}\right),
\]  

(2)

where \( W_i \) is node \( i \)'s bandwidth, \( n_i \) is the number of D2D communications pairs of node \( i \), \( P_i^{Trans} \) denotes the transmission power of node \( i \) when delivering content via D2D communications, \( \omega(l) \) denotes the co-channel interference levels from adjacent cells in time slot \( l \), \( h_{ij}(l) \) denotes the channel gains between nodes \( i \) and \( j \) in time slot \( l \), and \( \sigma^2 \) denotes the additive white Gaussian noise power.

- **The size of the requested content** \( q_{ij}(l) \): Let the continuous variable \( q_{ij}(l) \) represent the size of content \( f \) requested by node \( j \) at time slot \( l \). Then, the transmission time that node \( j \)'s request for content \( f \) can be satisfied by node \( i \) at time slot \( l \) can be calculated as:

\[
T_{ij}^{trans}(l) = \frac{q_{ij}(l)}{\mu_{ij}}.
\]  

(3)

- **The size of the cached content** \( c_{ij}(l) \): Let \( C(l) \) denote the set of cache state of mobile nodes for each content, and the element of \( C(l) \) be represented by \( c_{ij}(l), i \in \mathcal{N}, f \in \mathcal{F} \), which denotes the size of content \( f \) that node \( i \) has cached at time slot \( l \). It can be updated as follows:

\[
c_{ij}(l) = \begin{cases} 
e_{ij} (D_f - q_{ij}(l)), & x_{ij}(l) = 0 \\
D_f, & x_{ij}(l) = 1,
\end{cases}
\]  

(4)

where \( x_{ij}(l) \) indicates whether node \( i \) selected to cache content \( f \) at time slot \( l \), and \( e_{ij} \) indicates whether node \( i \) is interested in content \( f \). If node \( i \) is interested in content \( f \), \( e_{ij} = 1 \), otherwise \( e_{ij} = 0 \). When node \( i \) is selected to cache content \( f \), the BS will deliver the content to node \( i \) via cellular links immediately. Then, the available cache capacity of node \( i \) at time slot \( l \) can be updated as follows:

\[
Z_i(l) = Z_i^0 - \sum_{f=1}^{F} c_{ij}(l).
\]  

(5)

C. Opportunistic D2D Transmissions Model

In D2D communications, node’s movement and mutual contact are difficult to predict; it is really hard to estimate the delivery probability of content \( f \) even along a particular path [37]. Thus, in order to estimate the delivery probability, a probabilistic framework is proposed according to the contact pattern. We assume that a pair of nodes can contact each other multiple times within the time constraint, so the amount of data transferred between them is related to the number of contacts and the duration of the contacts. The contact duration of each node pair is modeled as the Pareto distribution, which is based on the statistics of each node pair [37]. It is worth noting that since different node pairs’ distribution of contact duration and frequency are heterogeneous, node pairs have specific parameters for their distributions.

Similar to [37], \( P(T_{ij} \leq T_f(l)) \) is used to denote the probability that nodes \( i \) and \( j \) contact \( \tau_{ij} \) times within the tolerant delay, where \( T_{ij} \sim \Gamma(\sigma_{ij}, \lambda_{ij}) \) is a random variable that represents the time required for \( \sigma_{ij} \) opportunistic contacts, and \( \lambda_{ij} \) is the contact rate of node pair \( i \) and \( j \). Then, \( P(G_{ij} \geq q_{ij}(l)) \) is used to denote the probability that node \( j \)'s request of content \( f \) can be delivered with \( \sigma_{ij} \) opportunistic contacts, where \( G_{ij} \) is the total amount of traffic delivered through \( \sigma_{ij} \) opportunistic contacts.

Let \( \sigma_{ij}^{max}(l) \) represent the maximum number of contacts that node \( i \)'s request of content \( f \) at time slot \( l \) can be satisfied.
by node $i$, then, the probability that node $j$’s request of content $f$ can be satisfied by node $i$ within $T_f(l)$ is calculated as:

$$P_{ijf}(T_f(l), q_{jff}(l)) = \sum_{k=1}^{v_{ijf}(l)} \hat{P}_{k-1} \cdot P(\tau_{ij} \geq q_{jff}(l))$$

(6)

where $\tau_{ij}$ denotes the amount of traffic that node $j$’s request can be satisfied by node $i$ at time slot $l$ which is given in Eq. (3), and $\hat{P}_{k-1}$ is the probability that $q_{jff}(l)$ cannot be completely transmitted in the first $k - 1$ times, which can be formulated as follows:

$$\hat{P}_{k-1} = \left\{ \begin{array}{ll}
\prod_{h=1}^{k-1} P(\tau_{ij} \leq T_f(l) - T_{\text{trans}}(l)) & k > 1 \\
1 & k = 1.
\end{array} \right.$$ 

(7)

The details of Eq. (6) can be found in the APPENDIX.

D. The CSP Model

The CSP transmits contents to mobile nodes via BS through cellular networks, and let $\alpha$ denote the unit cost of traffic through cellular links. $\tau_1(l)$ denotes the total cellular traffic that should be transmitted by the CSP before selecting caching nodes at time slot $l$. $\tau_2(l)$ denotes the amount of traffic transmitted via D2D communications after selecting caching nodes at time slot $l$. However, not all nodes are interested in content $f$; if a caching node has no interest in content $f$, the CSP needs to pay an extra cost through cellular links denoted as $\tau_3(l)$. Then, if the payment to caching nodes is not considered, the saving cost of the CSP after selecting caching nodes can be expressed as:

$$C(\tau_1(l), \tau_2(l), \tau_3(l)) = C(\tau_2(l), \tau_3(l))$$

$$= \tau_1(l) - (\tau_1(l) - 2 \tau_2(l) + \tau_3(l)) \alpha$$

$$= (\tau_2(l) - \tau_3(l)) \alpha.$$ 

(8)

E. The Mobile Nodes’ Bidding Model

Mobile nodes will not be willing to provide data offloading services without any reward. We assume that each node $i$ ($i \in N$) has the following properties:

- **Node $i$’s expected price in opportunistic D2D transmissions $b_i$**: $b_i$ is node $i$’s expected reward by providing data offloading services through D2D communications.

- **The true value of the unit cost in opportunistic D2D transmissions $v_i$**: $v_i$ is the real cost consumed by node $i$ for providing data offloading services, it should be noted that $v_i$ is a private information of node $i$, which cannot be obtained by anyone else even the CSP. Moreover, each node has an individual rationality property, which ensures that each node can get a non-negative reward, so, it should be also noted that the true value $v_i$ may not equal the node’s bidding value $b_i$.

$\delta_{ij}(l)$ is used to denote the saving cost of selecting node $i$ to cache content $f$ within the tolerant delay, which can be expressed as:

$$\delta_{ij}(l) = \alpha \left( R_{ij}(l) - D_f(1 - e_{ij}) \right),$$

(9)

where $R_{ij}(l)$ represents node $i$’s offloading potential for content $f$ at time slot $l$, which means the amount of data size of content $f$ can be offloaded by node $i$. $R_{ij}(l)$ can be given as:

$$R_{ij}(l) = \sum_{f \in F} P_{ijf}(T_f(l), q_{jff}(l)) q_{jff}(l).$$ 

(10)

$B_{ijf}(l)$ is used to denote the expected reward that node $i$ wants to obtain in the process of offloading content $f$, which can be calculated as:

$$B_{ijf}(l) = R_{ij}(l) b_i,$$ 

(11)

then $B_{ij}(l) - B_{ijf}(l)$ denotes the actual saving cost after selecting node $i$ to cache content $f$ at time slot $l$.

F. Reverse Auction Model

This paper employs the reverse auction to motivate mobile nodes to take part in D2D offloading. Specifically, the CSP acts as an auctioneer that needs to employ nodes with cache capacity. At the beginning of each time slot, the CSP collects nodes’ bids and the cache states. These cache states include the nodes’ current cache states of content $f$ ($f \in F$) and nodes’ available cache at time slot $l$. Then, according to the historical contact records and bids of nodes, the CSP will select proper caching nodes for each content, and caching nodes will obtain the corresponding rewards based on the size of data they delivered. The process of the reverse auction can be summarized as follows:

- The mobile nodes in the coverage of the BS submit their expected prices $b_i$ to the CSP.

- At the beginning of each time slot, each mobile node reports the expected amount of content $f$ ($f \in F$) and the remaining available cache to the CSP. Then, based on the received information, the CSP selects some nodes as caching nodes for each content.

- When all requests are satisfied, the actual payment for each caching node will be calculated.

IV. PROBLEM FORMULATION

In this section, the incentive-driven D2D offloading and content caching process is modeled as an optimization problem, aiming to maximize the saving cost of the CSP. At each time slot, the CSP needs to select caching nodes for each content $f$ ($f \in F$) according to the states. Let $x_{ij}(l)$ denote whether node $i$ is selected to cache content $f$ at time slot $l$. If node $i$ is selected to cache content $f$, $x_{ij}(l) = 1$, otherwise $x_{ij}(l) = 0$. Once node $i$ is selected to cache content $f$, the BS will deliver the content to node $i$ via cellular links immediately. Let the set $X(l)$ contain all of the selecting variables at time slot $l$ as $X(l) = \{x_{ij}(l)|i \in N, f \in F\}$, and let the set $Q(l)$ contain all of the content requesting variables as $Q(l) = \{q_{ij}(l)|i \in N, f \in F\}$. Then, considering the payments
to the selected caching nodes, the CSP’s expected saving cost at time slot $l$ is formulated as:

\[
U_{H(l)}(X(l), Q(l)) = C \left( \tau_2(l), \tau_3(l) \right) - \sum_{i \in N} \sum_{f \in F} x_{if}(l)B_{if}(l)
\]

\[
= C \left( \sum_{i \in N} \sum_{f \in F} (1 - x_{if}(l))q_{if}(l), \right.
\]

\[
\left. \sum_{i \in N} \sum_{f \in F} x_{if}(l) (1 - e_{if}) \left( D_f - c_{if}(l - 1) \right) \right)
\]

\[
- \sum_{i \in N} \sum_{f \in F} x_{if}(l)B_{if}(l),
\]

where $C(\cdot)$ denotes the CSP’s expected saving cost without considering the payments to the caching nodes, which is shown in Eq. (8). According to the definition of $\tau_2(l)$, we should consider the sum amount of traffic that is requested by nodes except the caching nodes at time slot $l$, so we can set $x_{if}(l) = 0$ and use $\sum_{i \in N} \sum_{f \in F} (1 - x_{if}(l)) q_{if}(l)$ to calculate $\tau_2(l)$; according to the definition of $\tau_3(l)$, we should consider the sum amount of traffic that are sent from the CSP to the caching nodes not interested in the content at time slot $l$, so we can set $x_{if}(l) = 1$, and $e_{if} = 0$. If node $i$ has cached part of content $f$ denoted as $c_{if}(l - 1)$ in the past time slot, then the CSP only needs to transmit the left $D_f - c_{if}(l - 1)$ to node $i$, so $\sum_{i \in N} \sum_{f \in F} x_{if}(l) (1 - e_{if}) \left( D_f - c_{if}(l - 1) \right)$ can be used to calculate $\tau_3(l)$. $H(l)$ is the set of caching nodes at time slot $l$, and $B_{if}(l)$ means the expected reward that node $i$ wants to obtain in the process of offloading content $f$ which is shown in Eq. (11).

From the perspective of the CSP, it aims to maximize its saving cost, thus the optimization objective is formulated as:

\[
\text{max} \sum_{l=1}^{L} U_{H(l)}(X(l), Q(l))
\]

\[
\text{s.t. } \sum_{i \in N} x_{if}(l) (D_f - c_{if}(l)) \leq \sum_{i \in N} q_{if}(l), \forall f \in F,
\]

\[
\sum_{f \in F} c_{if}(l) \leq Z_i(l), \forall i \in N,
\]

\[
\sum_{f \in F} e_{if} D_f \leq Z_i^0(l), \forall i \in N,
\]

\[
x_{if}(l) \in \{0, 1\}, \quad e_{if} \in \{0, 1\}, \quad \forall i \in N, \forall f \in F,
\]

\[
b_i \leq \alpha, \quad \forall i \in N,
\]

\[
h_{if}(l) \in [0, 1], \quad \forall i \in N, \forall f \in F,
\]

where constraint (14) guarantees that at time slot $l$, the total traffic of content $f$($f \in F$) delivered by the CSP is not larger than the total amount of requested traffic; constraint (15) guarantees that the total amount of contents cached in node $i$ cannot exceed its available capacity; constraint (16) guarantees the rationality of each node’s request, the amount of requested content cannot exceed its own available cache capacity; constraint (17) guarantees that the CSP will consider node $i$’s actual available cache capacity when selecting node $i$ to cache content $f$; constraint (18) indicates that the caching nodes’ expected rewards cannot be larger than the unit traffic cost of the CSP; constraint (19) guarantees the integer nature of binary variables; constraint (20) guarantees the rationality of requests; and constraint (21) guarantees that the tolerant delay of each content cannot be negative.

To solve the problem in Eq. (13), we should find the optimal content caching decision vector $X(l) = \{x_{if}(l)\} \forall i \in N, f \in F$ at each time slot, where $x_{if}(l)$ is a binary variable. However, as the number of contents or nodes increases, the complexity of the problem increases exponentially. Thus, it can be found that the objective function is an INLP problem and belongs to NP-hard. Since it is hard to solve this problem by using traditional optimization methods, a DRL-based method is proposed in this paper.

V. DQN-BASED CONTENT CACHING METHOD

In this section, the content caching method based on a DRL algorithm, named DQN, is introduced to resolve the problem above, and then the CSP’s payment determination to the caching nodes is introduced.

A. State, Action and Reward Definition

The D2D offloading process is modeled as an MDP, and the definitions of each critical elements of MDP are given as follows:

- **System States**: The system states which reflect the environment consist of the request state, the cache state, and the available cache capacity. Let $q_{if}(l), i \in N, f \in F$ denote the request state of node $i$ at time slot $l$, which can be observed to determine the total amount of requested contents. The cache capacity constraint also needs to be considered, while $c_{if}(l), i \in N, f \in F$ is used to denote the cache state of each node for each content, and $Z_i(l), i \in N$ is used to denote the size of the available cache capacity of each node. Then, the state vector at time slot $l$ is defined as:

\[
S(l) = \{q_{if}(l), c_{if}(l), Z_i(l)\}, \quad i \in N, f \in F.
\]

We use the set $S$ to denote the finite state space, and we can get $S(l) \in S, l \in L$.

- **Action Space**: The CSP needs to select caching nodes for each content at time slot $l$. $x_{if}(l), i \in N, f \in F$ is used to denote the decision variables. Then, the action vector can be described as:

\[
A(l) = \{x_{if}(l)\}, \quad i \in N, f \in F.
\]

Let the set $A$ represent the finite action space, from which we can get $A(l) \in A, l \in L$.

- **Reward**: The reward can be regarded as the feedback of an action taken by the agent. The saving cost function is used to denote the reward of the system, which is described as:

\[
r(A(l), S(l)) = U_{H(l)}(X(l), Q(l)).
\]
B. Markov Decision Process

The MDP is the standard method of Sequential Decision Making (SDM) [38]. In our proposed model, the CSP adaptively learns and makes decisions by interacting with the environment at each time slot. For example, at time slot \( l \) the agent observes the current state \( S(l) \) \((S(l) \in S)\), and decides to take an action \( A(l) \) \((A(l) \in \mathcal{A})\) based on policy \( \pi \), then the state will transfer into the next state \( S'(l) \), and the agent will receive an immediate reward \( r(A(l), S(l)) \) after selecting action \( A(l) \). Then, the probability that the current state \( S(l) \) will transfer to the next state \( S'(l) \) after selecting action \( A(l) \) is defined as:

\[
Pr(S'(l) \mid S(l), A(l)). \tag{25}
\]

The state-value function is usually used to evaluate the long-term influence of a certain strategy at the current state. Considering that the influence of the reward will be smaller as it is far away from the current state, the cumulative discount expected rewards are used to represent the value of the current state, which can be formulated as:

\[
V^\pi(S(l)) = E_\pi \left[ \sum_{t=0}^{\infty} \varphi^t r(A(l), S(l)) \mid S(0) = S(l) \right]. \tag{26}
\]

where \( E \) represents the expectation, \( \varphi \in (0, 1) \) represents the discounting factor which indicates the importance of the predicted expected reward, and \( S(0) \) is the initial state.

Since MDP has the properties of the Markov Model, the state at the next time slot is only determined by the current state. Thus, according to the Bellman Equation, \( V \)-value is transformed as:

\[
V^\pi(S(l)) = r(A(l), S(l)) + \varphi \sum_{S'(l) \in \mathcal{S}} \Pr(S'(l) \mid A(l), S(l)) V^\pi(S'(l)). \tag{27}
\]

It can be seen that our goal is to find an optimal strategy \( \pi^*(S(l)) \) to maximize the cumulative discounted reward, which can be formulated as:

\[
V^{\pi^*}(S(l)) = \max_{\pi} \left[ r(A(l), S(l)) + \varphi \sum_{S'(l) \in \mathcal{S}} \Pr(S'(l) \mid A(l), S(l)) V^{\pi^*}(S'(l)) \right] \tag{28}
\]

s.t. \((14)\) \((15)\) \((16)\) \((17)\) \((18)\) \((19)\) \((20)\) \((21)\)

Then, we can get the optimal action for state \( S(l) \) under the policy \( \pi^*(S(l)) \):

\[
A(l)^* = \underset{A(l)}{\text{argmax}} V^\pi(A(l), S(l)). \tag{29}
\]

C. DQN-based Solution

In the formulated MDP problem (28), it is hard to obtain the optimal policy \( \pi^*(S(l)) \) due to the large state space and action space. Therefore, a reinforcement learning algorithm, named Q-learning is first used to solve the formulated MDP problem. In fact, each strategy \( \pi(S(l)) \) corresponds to a series of actions. We disassemble a strategy into multiple actions and get the value function through a certain action, denoted as \( Q(A(l), S(l)) \), which is stored in a Q-table. In this paper, \( Q(A(l), S(l)) \) is used to estimate the optimal state value function \( V^{\pi^*}(S(l)) \) under the state \( S(l) \), and the relationship between them can be obtained as:

\[
V^{\pi^*}(S(l)) = \max_{A(l)} Q^\pi(A(l), S(l)) \tag{30}
\]

s.t. \((14)\) \((15)\) \((16)\) \((17)\) \((18)\) \((19)\) \((20)\) \((21)\)

Then, the expected cumulative reward from taking action \( A(l) \) at state \( S(l) \) is formulated as:

\[
Q^\pi(A(l), S(l)) = r(A(l), S(l)) + \varphi \sum_{S'(l) \in \mathcal{S}} \Pr(S'(l) \mid S(l), A(l)) V^{\pi^*}(S'(l)). \tag{31}
\]

Combined with Eq. (30), Eq. (31) is updated as:

\[
Q^\pi(A(l), S(l)) = r(A(l), S(l)) + \varphi \sum_{S'(l) \in \mathcal{S}} \Pr(S'(l) \mid S(l), A(l)) \max_{A'(l)} Q^\pi(S'(l), A'(l)). \tag{32}
\]

According to Eq. (32), the maximum state-action function \( Q^{\pi^*}(A(l), S(l)) \) and the optimal selecting actions can be derived from the iteration of value and action. The update process of \( Q^\pi(A(l), S(l)) \) can be expressed as:

\[
Q^\pi(A(l), S(l)) = Q(A(l), S(l)) + \varepsilon [r(A(l), S(l)) + \varphi \max_{A'(l)} Q(A'(l), S'(l)) - Q(A(l), S(l))]. \tag{33}
\]

where \( \varepsilon \) is the learning rate and the update process of \( Q(A(l), S(l)) \) named the Q-learning process. The traditional Q-learning process uses a Q-table to store the state-action combinations and the related Q-values. However, the state of our proposed model is continuous, thus a finite Q-table cannot store the infinite amount of state-action values. In order to compensate for Q-learning’s limitation, the Q-learning method is incorporated with deep learning technology named as the Deep Q-Network (DQN). Different from the Q-learning method, DQN-based method uses a DNN as a nonlinear approximator, which can capture complex interactions between various states and actions. Then, the optimal Q value can be approximated by the parameter \( \theta \) of the DNN. The Q value in DQN is expressed as:

\[
Q(A(l), S(l)) \approx Q(A(l), S(l); \theta), \tag{34}
\]
where $\theta$ denotes the weight of the main neural network. Then, we can get the optimal action for caching node selection in state $S(l)$ with the maximum $Q(A(l), S(l); \theta)$, which is expressed as:

$$A(l)^* = \arg \max_{A(l)} Q(A(l), S(l); \theta).$$  \hfill (35)

In order to ensure the approximation ability, $Q(A(l), S(l); \theta)$ should be trained via the value of the target neural network $r(A(l), S(l)) + \varepsilon \max_{A'} Q(A'(l), S'(l))$, then the estimated $Q$-value is obtained as:

$$y' = r(A(l), S(l)) + \varepsilon \max_{A'} Q(A'(l), S'(l); \theta(l)).$$  \hfill (36)

The goal of DQN is to obtain the minimum difference between the estimated value and the target value, thus the loss function is defined as:

$$\text{Loss}(\theta(l)) = E\left[(y' - Q(A(l), S(l); \theta(l)))^2\right],$$  \hfill (37)

where $\theta(l)$ in Eq. (36) is the parameter from the previous time slot $l - 1$. In order to update $\theta(l)$, we differentiate $\text{Loss}(\theta(l))$ with respect to the weight parameter $\theta(l)$, and derive the gradient as:

$$\nabla_{\theta(l)} \text{Loss}(\theta(l)) = \frac{\partial \text{Loss}(\theta(l))}{\partial \theta(l)}.$$  \hfill (38)

Then, $\theta(l)$ can be updated according to the gradient descent as:

$$\theta(l) \leftarrow \theta(l) - \eta \nabla_{\theta(l)} \text{Loss}(\theta(l)),$$  \hfill (39)

where $\eta$ denotes the coefficient of updating step size.

Moreover, DQN introduces an experience replay mechanism to remove the correlations in the subsequent training samples and improve learning efficiency. A tuple $(A(l), S(l), r(l), S'(l))$ is used to denote the learned experience at time slot $l$, which is stored in the replay buffer to train the DNN’s parameters at each time slot $l$. Throughout the training process, a batch of stored experiences as samples are randomly selected by the experience replay mechanism in DQN. During the training process, in order to balance exploration and exploitation, and also avoid local optimum, an $\epsilon$-greedy policy is used to select an action in DQN. The agent will explore better selection strategies by randomly selecting an action with probability $\epsilon$, otherwise the action with the highest estimated $Q$-value is selected. Fig. 2 shows the architecture for solving the proposed MDP problem in DQN, in which two neural networks are considered, denoted as the Main Net and the Target Net. The estimated $Q$-value is calculated by using the Main Net, and the target $Q$-value is calculated by using the Target Net. In order to replace the cache efficiently, $M_{ij}(l)$ is used to denote the marginal contribution of node $i$ to content $f$, which is defined as:

$$M_{ij}(l) = U_{H(l)}(X(l), Q(l)) - U_{H(l)}(x_{ij}=0)(X(l), Q(l)),$$  \hfill (40)

where $U_{H(l)}(x_{ij}=0)(X(l), Q(l))$ denotes the optimal solution that node $i$ does not participate in the offloading of content $f$. If caching node $i$ does not have enough storage to cache the content, the caching node will automatically select the proper content to replace it based on the marginal contribution.

### Algorithm 1 DQN-based Content Caching Method.

1: Initialize the replay memory
2: Initialize the Main Net with random weight $\theta$
3: Initialize the Target Net with weight $\bar{\theta} = \theta$
4: for each episode do
5: Calculate the delivery probability of each node pair;
6: Obtain the initial observation $O^0$ and pre-process $O_0$ as the initial state $S(0)$;
7: for each step of episode do
8: Choose a random probability $\epsilon$
9: if $\varepsilon \leq \epsilon$ then
10: randomly select an action $A(l)$
11: else
12: Select action $A(l) = \arg \max_{A(l)} Q(A(l), S(l); \theta(l))$
13: end if
14: for $f \in F$ do
15: for $i \in N$ do
16: if $M_{ij}(l) > 0$ and $x_{ij}(l) = 1$ and $c_{if}(l - 1) < D_f$ and $Z_i(l) < (D_f - c_{if}(l - 1))$ then
17: $g \leftarrow \arg \min_{k \in K} M_{ik}(l)$ and $M_{ik}(l) < M_{if}(l)$ and $c_{ik}(l - 1) + Z_i(l) \geq D_f - c_{if}(l - 1)$;
18: Replace content $g$ with content $f$,
19: end if
20: end for
21: end for
22: Execute action $A(l)$, calculate the system reward $r(A(l), S(l))$ and receive the next observation $O'(l)$
23: Pre-process $O'(l)$ to be the next state $S'(l)$;
24: Store the experience $(A(l), S(l), r(l), S'(l))$ into the replay memory
25: Randomly select a minibatch of samples $(A(j), S(j), r(j), S'(j))$ from the replay memory
26: Calculate the target $Q$-value from the Target Net, $y'_j = r(A(j), S(j)) + \varepsilon \max_{A'} Q(A'(j), S'(j); \bar{\theta}(j))$;
27: Perform the gradient descent step on $\text{Loss}(\theta(j))$ with respect to $\theta(j)$;
28: Update the Main Net parameter $\theta(j)$ and the tolerant delay of each content;
29: Update the Target Net parameter $\bar{\theta}(j)$ every $\bar{M}$ steps;
30: Calculate the delivery probability of each node pair for the next time slot.
31: end for
32: end for

The more specific detail of the proposed DQN-based content caching method can be found in Algorithm 1.

### D. Payment Determination

The CSP needs to determine the payment to compensate for the selected caching nodes’ cost. The caching nodes’ expected prices have already known to the CSP before selecting them, however, due to the nature of selfishness and rationality, each node wants to get a higher reward that is not equal to the real value they submitted. Therefore, it is necessary to formulate a
individual rationality and truthfulness. To participate in D2D offloading and guarantee the nature of a VCG-based payment rule is introduced to motivate nodes uniform rule to ensure the rationality of payment. In this part, a VCG-based payment rule is introduced to motivate nodes to participate in D2D offloading and guarantee the nature of individual rationality and truthfulness.

In the standard VCG scheme, each bidder submits a quota without knowing the bids of others. As introduced before, \(\delta_{i|f}(l) - B_{i|f}(l)\) denotes the actual saving cost of the CSP after selecting node \(i\) as a caching node for content \(f\). Let \(U_{H|f}^{-1}(X, Q)\) denote the optimal solution without considering the contribution of node \(i\) for content \(f\), which can be given as:

\[
U_{H|f}^{-1}(X, Q) = \sum_{l=1}^{L} (U_{H|f}(X(l), Q(l)) - x_{i|f}(l)(\delta_{i|f}(l) - B_{i|f}(l))).
\]

Moreover, let \(U_{H|f(x_{i|f}=0)}(X, Q)\) denote the optimal solution that node \(i\) does not participate in the offloading of content \(f\), then we can get the actual payment to caching node \(i\) for offloading content \(f\) as:

\[
p_{i|f} = \sum_{l=1}^{L} \left( \delta_{i|f}(l)x_{i|f}(l) - U_{H|f}(x_{i|f}=0)(X(l), Q(l)) \right) + U_{H|f}^{-1}(X, Q).
\]

Let \(\phi_{i|f} = v_{i} \sum_{l=1}^{L} x_{i|f}(l)R_{i|f}(l)\) represent the sum of the real cost consumed by caching node \(i\) for content \(f\) in D2D offloading. Then, we can get the utility of caching node \(i\) for content \(f\) as:

\[
u_{i|f} = p_{i|f} - \phi_{i|f}.
\]

The details of the proposed payment determination are shown in Algorithm 2.

E. Complexity Analysis

Similar to [39], the computational complexity of algorithm 1 is related to the number of mobile nodes and the number of contents, as well as the training times and updating parameters.

We use \(K\) and \(L\) to denote the total training episodes and the total number of time slots, respectively. The computational complexity of parameter updating of Main Net is the same as that of Target Net, so we use \(G\) and \(\tilde{G}\) to denote the computational complexity of parameter updating and gradient decent, respectively. In IDQNM, the parameter of Target Net will be updated every \(\tilde{M}\) steps, where \(\tilde{M}\) is a constant we have set in advance. Then, the computational complexity of the proposed IDQNM is \(O(K \times L \times (F \times N + G + \tilde{G} + G/\tilde{M}))\).

Meanwhile, since the action space and state space of the input layer of our system are proportional to the number of mobile nodes in the network, when the number of nodes increases, the complexity of the IDQNM will also increase.

For algorithm 2, since the content caching method in algorithm 1 has been trained, the computational complexity of the Payment Determination is \(O(H \times F)\).

VI. THEORETIC ANALYSIS

In this section, we prove that the proposed payment determination satisfies two important properties: individual rationality and truthfulness. The property of individual rationality guarantees that each selected caching node can get a non-negative compensation, which is the main motivation for nodes to take part in D2D offloading. The truthfulness property guarantees that the caching nodes cannot get a higher compensation from untruthful bids.

**Theorem 1.** (Individual Rationality). The payment rule in Eq. (42) satisfies the individual rationality property, e.g., \(\forall i \in H_f, f \in F, u_{i|f} \geq 0\).

**Proof.** According to the payment rule in Eq. (42), we obtain:

\[
p_{i|f} = \sum_{l=1}^{L} \left( \delta_{i|f}(l)x_{i|f}(l) - U_{H|f(x_{i|f}=0)}(X(l), Q(l)) \right) + U_{H|f}^{-1}(X, Q).
\]

\[
= \sum_{l=1}^{L} \left( \delta_{i|f}(l)x_{i|f}(l) - U_{H|f(x_{i|f}=0)}(X(l), Q(l)) \right) + \sum_{l=1}^{L} (U_{H|f}(X(l), Q(l)) - (\delta_{i|f}(l) - B_{i|f}(l))x_{i|f}(l)).
\]

\[
= \sum_{l=1}^{L} (U_{H|f}(X(l), Q(l)) - U_{H|f(x_{i|f}=0)}(X(l), Q(l)) + B_{i|f}(l)x_{i|f}(l))
\]

We assume that if caching node \(i \in H_f\) bids truthfully, i.e., \(B_{i|f} = \phi_{i|f}\), we get:

\[
u_{i|f} = p_{i|f} - \phi_{i|f}
\]

\[
= \sum_{l=1}^{L} (U_{H|f}(X(l), Q(l))) - \sum_{l=1}^{L} (U_{H|f}(x_{i|f}=0)(X(l), Q(l)))
\]

\[\geq 0.
\]

Therefore, through the analysis above, the proposed method satisfies the property of individual rationality.

**Theorem 2.** (Truthfulness). Eq. (42) is the payment rule which guarantees the truthfulness property. It can be proved that it...
is a weakly dominant strategy for each selected caching node to set the bid $b_i = v_i$.

**Proof.** If node $i$ is selected as the caching node for content $f$ and submits the bid $b_i'$ untruthfully, i.e., $b_i' \neq v_i$. Based on Eq. (43), the caching node $i$'s utility for offloading content $f$ is formalized as follows:

$$u_{ij}' = p_{ij}' - \phi_{if} = \sum_{l=1}^{L} \left( \delta_{ij}'(l)x_{ij}'(l) - U_{iH(l)}(X(l), Q(l)) \right) + \sum_{l=1}^{L} \left( U_{iH(l)}(X'(l), Q(l)) - x_{ij}'(l)(\delta_{ij}'(l) - B_{ij}'(l)) \right) + \phi_{if}.$$

Therefore, the difference of each caching node's utility in set $\mathcal{H}$ after submitting the untruthful bid and the truthful bid can be calculated as follows:

$$\Delta u_{ij} = u_{ij}' - u_{ij} = \sum_{l=1}^{L} \left( \delta_{ij}'(l)x_{ij}'(l) - U_{iH(l)}(X(l), Q(l)) \right) + \sum_{l=1}^{L} \left( U_{iH(l)}(X'(l), Q(l)) - x_{ij}'(l)(\delta_{ij}'(l) - B_{ij}'(l)) \right) + \phi_{if}.$$

Therefore, $\Delta u_{ij} \leq 0$. In other words, caching nodes cannot increase their utility from untruthful bids. \qed

### VII. Performance Evaluation

In this section, we evaluate the performance of the proposed method and exploit the impact of different parameters.

#### A. Simulation Settings

The experiments use two real mobility traces: the MIT Reality trace [40] and the Infocom 06 trace [41]. The MIT Reality trace includes contact records of 299 days with 97 nodes, and the Infocom 06 trace includes contact records of 4 days with 76 nodes. The details of these two real traces are shown in TABLE II.

In the experiments, we consider that 15 contents are requested by different nodes at the same time, the size of the contents are within the range of $[100, 160]MB$, and the nodes' initial cache capacities are within the range of $[500, 600]MB$. For each node, we assume that the expected prices are within the range of $[0.01, 0.05]$ monetary units/MB, and the CSP's unit cost of traffic through cellular networks is 0.2 monetary units/MB. The transmission power of nodes is uniformly distributed in $[1, 2]W$, and the White Gaussian Noise power is $-100dBm$. In the proposed IDQNM, the minibatch and maximum replay memory sizes are set to 20 and 500, respectively. The learning rate $\epsilon$ is set as 0.001 and the discount factor of reward $\varphi$ is set as 0.9. For the $\epsilon$-greedy policy, we set $\epsilon = 1.0$ initially and let it decrease by a decay coefficient 0.099 over the time-slots until it reaches $0.1$. Furthermore, the Sum of the Squared Errors (SSE) is used to fit the Pareto distribution of each node pair according to the historical contact records, which is expressed as:

$$SSE_{ij} = \sum_{k=1}^{n_{ij}} (z_k - \hat{z}_k)^2,$$

where $n_{ij}$ is the number of contacts of node pair $i$ and $j$. $z_k$ and $\hat{z}_k$ are the actual duration and the fitted duration of node pair $i$ and $j$ at the $k$th contact, respectively. The smaller the value of $SSE_{ij}$, the better the fitting performance.

For performance comparison, we introduce the following three benchmark methods:

1) Incentive-driven and Decay-based Method (IDM) [12]: In the IDM, the CSP greedily selects caching nodes for each content at the beginning of each time slot, once a node is selected as the caching node for a content, the selection probability of its neighbors and neighbors’ neighbors will be reduced by using a decay factor. If a node’s cache capacity is not enough, it will
replace the local cached content that has the minimum marginal contribution at the current time slot according to Eq. (40).

2) Incentive-driven and Greedy-based Method (IGM): In the IGM, the CSP selects the caching node set greedily according to the marginal contribution at each time slot. If a node’s cache capacity is not enough, it will do the same as IDM.

3) Incentive-driven and Random-based Method (IRM): In the IRM, the CSP selects the same number of caching nodes as IDQNM at each time slot. If a node’s cache capacity is not enough, it will randomly replace a local cached content that the caching node has no interest in.

For fairness, the payment rule of the above three methods is the same as that in IDQNM, which has been shown in algorithm 2. According to the optimization objective, we use the saving cost of the CSP and the offloading rate as the performance metrics. The offloading rate denotes the ratio of cellular traffic offloaded by D2D communications, which can be calculated as \( \frac{\sum_{l=1}^{L} \tau_1(l)}{\sum_{l=1}^{L} \tau_1(l)} \), where \( \tau_1(l) \) and \( \tau_2(l) \) denote the total cellular traffic that should be transmitted by the CSP before selecting caching nodes at time slot \( l \), and the amount of traffic transmitted via D2D communications after selecting caching nodes at time slot \( l \), respectively.

B. Performance Comparison

In this part, the convergence performance of IDQNM is first illustrated. Then, the performance of IDQNM is compared with the three benchmark methods in terms of the CSP’s saving cost and the offloading rate.

Fig. 3 shows the convergence performance of the proposed IDQNM in the MIT Reality trace. As shown in Fig. 3, in the proposed method, the expected cumulative saving cost of the CSP in each episode increases as the interaction between the agent (CSP) and the system environment continues, and the efficient data offloading strategy can be successfully learned without any prior-knowledge. Furthermore, it can be found that the expected cumulative saving cost of the CSP is relatively stable after about 3500 episodes.

Fig. 4 and Fig. 5 show the performance comparison in terms of the CSP’s saving cost in the MIT Reality and Infocom 06 traces with different number of nodes, respectively. Considering that the contact frequency in the MIT Reality trace is much lower than that in the Infocom 06 trace, the maximum tolerant delay of content should be different. The maximum tolerant delay is set as \( T_0^P = [1, 3] \) days and \( T_0^P = [5, 10] \) hours in the MIT Reality and Infocom 06 traces, respectively.

Fig. 4 illustrates the performance comparison in terms of

Fig. 6. Performance comparison in terms of the CSP’s saving cost in the MIT Reality trace with different tolerant delay.
Fig. 7. Performance comparison in terms of the CSP’s saving cost in the Infocom 06 trace with different tolerant delay.

Fig. 8. Performance comparison in terms of the CSP’s saving cost in the MIT Reality trace with different number of contents.

Fig. 9. Performance comparison in terms of the CSP’s saving cost in the Infocom 06 trace with different number of contents.

the CSP’s saving cost in the MIT Reality trace. As shown in Fig. 4, with the increase of the number of nodes, the CSP’s saving cost increases continually, and the proposed IDQNM outperforms other methods greatly, especially when the number of nodes is larger. The main reason for this is that more requests can be served by caching nodes as the number of nodes increases, and IDQNM can get the effective selected caching node set and content caching strategy from the long-term perspective in D2D offloading. Furthermore, IDM performs much better than IGM and IRM. The main reason is that compared with IGM, IDM adds a decay factor to update the offloading potential of each node, and selects far apart nodes with higher offloading potential and less payment as caching nodes, so more traffic can be offloaded through D2D communications in IDM. As expected, IGM performs better than IRM, and IRM performs the worst.

Fig. 5 illustrates the performance comparison in terms of the CSP’s saving cost in the Infocom 06 trace. It can be found that IDQNM also outperforms other methods greatly as the number of nodes increases. IRM performs much better in the Infocom 06 trace than that in the MIT Reality trace. This is because in the Infocom 06 trace, there are more frequent contacts among mobile nodes, and the caching nodes have higher probabilities to contact other requested nodes, thus more contents will be delivered via D2D communications.

Fig. 6 and Fig. 7 show the performance comparison of different methods in terms of the CSP’s saving cost in the two traces with different tolerant delay, respectively. Fig. 6 illustrates the performance comparison of different methods in the MIT Reality trace. As shown in Fig. 6, IDQNM can significantly increase the saving cost of the CSP, and performs best when the tolerant delay increases. This is because with the increase of the tolerant delay, mobile nodes are more likely to contact others within the deadline, which means more traffic can be offloaded repeatedly through D2D communications. Similar to the results above, as expected, IDM outperforms IGM and IRM, and IRM performs worst. Fig. 7 illustrates the performance comparison of different methods in the Infocom 06 trace. As shown in Fig. 7, IDQNM also performs best when the tolerant delay is different, especially when the tolerant delay is larger. Meanwhile, it can be seen that, whether in the MIT Reality trace or the Infocom 06 trace, as the tolerant delay increases, IDM outperforms IGM and IRM.

Fig. 8 and Fig. 9 illustrate the performance comparison of different methods in terms of the CSP’s saving cost in the two traces with different number of contents, respectively. It can be found that IDQNM also outperforms other baseline methods greatly in the two traces as the number of contents increases. This is because when the number of contents increases, more contents are requested in the network, and so the effective selected caching node set and designed content caching method by IDQNM, from the long-term perspective, can maximize the saving cost of the CSP. Meanwhile, IDM can also increase the saving cost of the CSP significantly, especially when the number of contents is larger.

Fig. 10 and Fig. 11 show the performance comparison in terms of the offloading rate in the MIT Reality and Infocom 06 traces with different number of nodes, respectively. The saving cost of the CSP is closely related to the offloading rate. If the offloading rate is higher, it means that more traffic can be offloaded via D2D communications, then the CSP can save more cost. In Fig. 10, the tolerant delay is set as $T^0 = [1, 3]$ days. Similar to the results in Figs. 4 and 5, it can be found that the offloading rate of the proposed IDQNM is
much higher than that of the other three benchmark methods, especially when the number of nodes increases. As expected, the performance of IDM is slightly better than IGM, and IRM has the lowest offloading rate since its caching nodes are randomly selected. In Fig. 11, the tolerant delay is set as $T_0^f = [5, 10]$ hours. It can be found that the proposed IDQNM also performs best, and IRM performs worst. Therefore, it is proved that our proposed IDQNM performs best in terms of the offloading rate in both traces.

To summarize, our proposed IDQNM performs best in both traces under different scenarios. Therefore, we demonstrate that the proposed IDQNM is effective under different scenarios.

C. Evaluation of Individual Rationality and Truthfulness
In this part, we verify the individual rationality and truthfulness of the proposed payment determination in IDQNM. We verify the individual rationality by comparing the payment of each caching node with the corresponding true value of its cost in D2D communications. Furthermore, we verify the truthfulness by selecting a caching node randomly and allowing it to submit an untruthful bid which is not equal to the true value of its cost in D2D communications.

Fig. 12. Verification of the individual rationality
Fig. 12 shows the individual rationality of the proposed payment determination in the Infocom 06 trace. It can be found that 12 nodes are selected as the caching nodes by the proposed IDQNM. We assume that each caching node submits a truthful bid, the red dots represent the payment of each caching node, and the blue dots on the solid line indicate the corresponding true values of cost in D2D communications. Then, it can be found that the payment of each caching node is higher than the true value of its cost in D2D communications, which means that each caching node can get a positive reward when its bid is truthful. Therefore, we verify that the proposed payment determination can guarantee the individual rationality of caching nodes in IDQNM.

In Fig. 13, we select a caching node randomly in the Infocom 06 trace according to IDQNM, and the true value of its cost in D2D communications is 42.23. Then, it can be found that when the claimed bid of the selected node is less than the true value of its cost in D2D communications, it will not be willing to be selected as a caching node, and when its claimed bid is too large, the CSP will not be willing to choose it as a caching node from the economic perspective. Only when the claimed bid of the selected node is in the range of [43, 45], this node can be selected as the caching node, and its payment is always 64.23 even its claimed bid increases, thus its payoff is a constant that is equal to the payment minus its true value. Therefore, it can be proved that the caching nodes cannot get higher payments from untruthful bids.

To summarize, we prove that the proposed payment determination can guarantee the individual rationality and truthfulness properties of the proposed IDQNM, which can encourage each node to submit a truthful bid to maximize the saving cost of the CSP and maximize the utility of itself.

VIII. CONCLUSION
In this paper, the content caching strategy and incentive mechanism have been jointly considered to improve the performance of D2D offloading. A novel Incentive-driven and DQN based Method, named IDQNM is proposed, in which reverse auction is employed as the incentive mechanism. Then, the incentive-driven D2D offloading and content caching process is modeled as an INLP problem, aiming to maximize the
saving cost of the CSP. To solve the optimization problem, a DQN-based content caching method is proposed to get the approximate optimal solution. Moreover, a VCG-based payment rule is proposed, which can guarantee nodes’ individual rationality and truthfulness properties of the proposed IDQNM. Real trace-driven simulation results demonstrate that IDQNM outperforms the other baseline methods greatly in terms of the CSP’s saving cost and the offloading rate under different scenarios.

**APPENDIX**

In this part, we introduce the details regarding how to obtain the expression of Eq. (6).

Similar to studies in [12], [37], we assume that the inter-contact time of node pairs in real mobility traces follows an exponential distribution. Here, $T_{ij}^{\text{inter}}$ is used to denote the inter-contact time of a node pair $i$ and $j$, i.e., $T_{ij}^{\text{inter}} \sim \text{Exp} (\lambda_{ij})$, and $\lambda_{ij}$ is given as:

$$\lambda_{ij} = \frac{\sigma_{ij}}{\sum_{m=1}^{m} ICO_M_{ij}^{\text{m}}},$$  \hspace{1cm} (45)

where $ICO_{ij}^m$ denotes the inter-contact time samples of the node pair $i$ and $j$, and $\sigma_{ij}$ represents the number of contacts between them. In general, a content may not be completely delivered during one contact between a pair of nodes, thus we need to consider the probability of multiple contacts within the time constraint between nodes $i$ and $j$. Since each contact between nodes $i$ and $j$ is independently distributed, we have $T_{ij} \sim \Gamma (\sigma_{ij}, \lambda_{ij})$, where $T_{ij}^{\text{inter}} = \sum_{m=1}^{m} T_{ij}^{\text{inter}}$. The probability density functions (PDF) of $T_{ij}^{\text{inter}}$ is:

$$f_{T_{ij}^{\text{inter}}}(t) = f (t; \sigma_{ij}, \lambda_{ij}) = \frac{t^{\sigma_{ij}-1}}{\lambda_{ij}^{\sigma_{ij}}} \Gamma (\sigma_{ij}).$$  \hspace{1cm} (46)

Then, the probability that nodes $i$ and $j$ have $\sigma_{ij}$ contacts within the time constraint $P (T_{ij}^{\text{inter}} \leq T_f(l))$ is expressed as:

$$P (T_{ij}^{\text{inter}} \leq T_f(l)) = \int_{0}^{T_f(l)} f (t; \sigma_{ij} + 1, \lambda_{ij}) \cdot dt$$

$$= \sum_{k=0}^{\sigma_{ij}} (\lambda_{ij} T_f(l))^k \frac{e^{-\lambda_{ij} T_f(l)}}{k!},$$  \hspace{1cm} (47)

The contact duration is modeled as the Pareto distribution, thus the size of the content that can be delivered during a contact between nodes $i$ and $j$ also follows the Pareto distribution. Let $G_{ij}^k$ denote the size of data transmitted during a contact between a node pair $i$ and $j$, where $k$ represents the $k$th contact between them. According to the previous definition, $G_{ij}^k (k = 1, 2, ..., \sigma_{ij})$ follows the Pareto distribution with scale parameter $\beta_{ij}$ and shape parameter $\alpha_{ij}$, that is $G_{ij}^k \sim \text{Pareto} (\alpha_{ij}, \beta_{ij})$, where $\beta_{ij}$ is the minimum possible value of $G_{ij}^k$. $\alpha_{ij}$ and $\beta_{ij}$ can be calculated by fitting the historical contact records between node $i$ and $j$. $S_{ij} = \sum_{k=1}^{\sigma_{ij}} G_{ij}^k$ is used to denote the total amount of traffic delivered through $\sigma_{ij}$ times opportunistic communication. Then, the probability that node $j$’s request of content $f$ can be delivered with the number of contacts $\sigma_{ij}$ by node $i$ can be represented as $P (S_{ij} \geq q_{ij} (l))$. However, it is difficult to approximate the PDF of $S_{ij}$ by a stable distribution since $S_{ij}$ is the sum of an arbitrary number of random variables $G_{ij}^k$. Thus, an approximate algorithm is used to estimate $P (S_{ij} \geq q_{ij} (l))$.

Let $w$ denote the maximum value of $G_{ij}^k (k = 1, 2, ..., \sigma_{ij})$, and $\Delta = S_{ij}/w$, then $P (S_{ij} \geq q_{ij} (l))$ can be approximated by $\Delta$ [42]:

$$P (S_{ij} \geq q_{ij} (l)) \approx 1 - \left(1 - \frac{\beta_{ij} \Delta}{q_{ij} (l)}\right)^{\sigma_{ij}},$$  \hspace{1cm} (48)

where $\Delta$ represents the expectation of $\Delta$, which can be formulated as follows:

$$\Delta = \left\{\begin{array}{ll}
\frac{1-\sigma_{ij} B (\sigma_{ij}, \alpha_{ij})}{\sum_{i=1}^{\alpha_{ij}} i^{-1}}, & \alpha_{ij} \neq 1 \\
\sigma_{ij}, & \alpha_{ij} = 1.
\end{array}\right.$$  \hspace{1cm} (49)

Given node $j$’s requested size of content $f$ and the tolerant delay at time slot $l$, the probability that $q_{ij} (l)$ can be successfully delivered via D2D communications within the tolerant delay $T_f (l)$ can be obtained. Let $P_{ijf} (T_f (l), q_{ijf} (l))$ represent the probability that node $j$’s request can be satisfied by node $i$ within $T_f (l)$, and $\sigma_{ijf}^{\text{max}} (l) = \left\lceil \frac{q_{ijf} (l)}{w_{ijf}} \right\rceil$ represent the maximum possible number of contacts between nodes $i$ and $j$ during time slot $l$, then according to Eq. (6), $P_{ijf} (T_f (l), q_{ijf} (l))$ can be calculated as follows:

$$P_{ijf} (T_f (l), q_{ijf} (l)) = \sum_{k=1}^{\sigma_{ijf}^{\text{max}} (l)} \bar{P}_{k-1} \cdot P (S_{ij} \geq q_{ijf} (l)) \cdot P (T_{ij}^k \leq T_f (l) - T_{ijf}^{\text{trans}} (l))$$

$$= \sum_{k=1}^{\sigma_{ijf}^{\text{max}} (l)} \left[ \bar{P}_{k-1} \left(1 - \left(1 - \frac{\beta_{ij} \Delta}{q_{ijf} (l)}\right)^{\sigma_{ij}}\right)^{k} \right] \cdot \sum_{k=0}^{\sigma_{ij}} (\lambda_{ij} T_f (l))^k \frac{e^{-\lambda_{ij} T_f (l)}}{k!}.$$

\hspace{1cm} (50)
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