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Introduction

Federated Learning (FL)

A novel distributed learning paradigm which can 

coordinate multiple clients to jointly train a machine 

learning model by using their local data samples.

Concept of FL

Procedure of Parallel FL (PFL)

✓ Data stay locally on clients

✓ Clients train models locally in parallel

✓ Clients send models or updates to server

✓ Server aggregate local models



Introduction

Sequential FL (SFL)

✓ Clients send models or updates to next client



Introduction

Motivations

✓ PFL significantly reduces the 

training time per round, but it 

typically requires many more 

rounds to reach the target accuracy.

✓ SFL achieves faster accuracy 

improvement in fewer rounds, but 

each round takes much longer due 

to sequential updates.
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System, Modeling, and Problem 

Training Structure: 

✓ Denoted by

✓ represents a set of sequences

✓ : parallel width

✓ : sequence leagth

Client sampling strategy:

Parallel-Sequential FL (PSFL)



System, Modeling, and Problem 

Parallel-Sequential FL (PSFL)

✓ Statistical heterogeneity: the 

training data are distributed in an 

unbalanced and non-iid fashion 

among clients

✓ System heterogeneity:  clients 

exhibit heterogeneous capabilities in 

both computing and communication.

Training time:



System, Modeling, and Problem 

Problem formulation

Expected total training time.

Convergence guarantee.

The number of selected clients

in each round is bounded.

Our goal is to determine the optimal client sampling strategy based on a training structure, 

so as to minimize the expected total training time, while ensuring that the expected global 

loss convergences to the optimal value with an 𝜖 precision.
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Theorem, Optimization, and Algorithm

Convergence Analysis



Theorem, Optimization, and Algorithm

Convergence Analysis



Theorem, Optimization, and Algorithm

Convergence Bound

✓ The number of training rounds.

✓ , longest sequence length

✓ ✓ The parallel width.



Theorem, Optimization, and Algorithm

Bound for the Expected Training Time

✓ Subgaussian training time



Theorem, Optimization, and Algorithm

Problem Transformation



Theorem, Optimization, and Algorithm

Client Sampling Strategy

✓ Unbiased

✓ Any unbiased sampling 

strategy cannot reduce the 

training time of a sequence.

✓ Minimize the variance between 

sequences



Theorem, Optimization, and Algorithm

Lines 12- 22:

Training Phase: Based on the optimal 

training structure,  sample clients and 

train the models.

Lines 1- 11:

Warm-up Phase: Estimate some 

parameters and solve the optimization 

problem to get optimal training 

structure
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Experimental Evaluation 

Parameter Name Range

number of clients 𝑁 500

number of selected clients 𝑵𝟎 20, 50, 100, 200

Heterogeneous data ExDir(2,10), ExDir(1,10), ExDir(2,5), Dir(0.2)

Heterogeneous system, 𝒕𝒏 {0.5, 1, 2, 4, 5}, Gaussian

✓ Dataset:

CIFAR-10, CIFAR-100, HAM10000

✓ Baselines:

PFL (FedAvg), SFL

✓ Metrics:

test accuracy, total training time

Evaluation Setup



Experimental Evaluation 

Comparing to baselines

✓ 𝑵𝟎 = 20

✓ ExDir(2,10)

✓ PSFL achieves better 

convergence performance 

under the same training time

✓ PSFL achieves the same 

target test accuracy with 

significantly less training time



Experimental Evaluation 

The efficiency of sampling strategy

✓ Compared strategies:

• uniform sampling

• weighted sampling

✓ Sequence lenngth: S = 3, 4, 5

✓ time setting: 

✓ discrete distribution

✓ gaussian distribution



Experimental Evaluation 

The efficiency of optimal structure
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Conclusion

• Propose a novel hybrid PSFL framework by integrating the parallel and sequential training 

modes together.

• Provide a theoretical analysis to derive the upper bounds of the model convergence and the 

expected total training time for the PSFL framework.

• Solve the optimization problem and get the optimal training structure.

• The performance is demonstrated on extensive simulations. 
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