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Introduction

Data centers have become
Important infrastructures to
support various cloud
computing services,

varying from web search,
email, video streaming social
networking, to distributed
file systems and data
processing engines.




Introduction

Three types of connections:
» Server-switch connection (a) Switch
» Switch-switch connection (b)
» Server-server connection (c)

(a) Server-switch connection

Two classes of DCN architectures:
» Switch-centric architecture Switch Switch

> Only server-switch and switch-switch connections (a _ _ ]
and b), no server-server connections. Eg, Fat-Tree (b) Switch-switch connection
» Server-centric architecture
o Mostly, only server-switch and server-server
Eg: BCube, FiConn, DCell Server Server
(c) Server-server connection

Flattened Butterfly
connections (a and c), no switch-switch connections. '



Introduction

Switch-centric vs. Server-centric.

Switch-centric Switch-centric
»Fast switching capability | | 5 | arger processing delays

» Less programmability »High programmability
» EXxpansive

»Power hungry

Can we combine the advantages of both categories?
fast switching capability + High programmability

How about dual-centric DCN architectures?



Introduction

Contributions

»We formally introduce a new class of DCN architectures: dual-centric
DCN architectures, and propose two novel architectures: FSquare
and FRectangle.

»To enable fair and meaningful comparisons among existing DCN
architectures and our proposed ones, we propose a unified path
length definition and a unified diameter definition, for general
DCNs. Also, to characterize the power efficiency of a general DCN,
we propose a unified DCN power consumption model.

» By investigating the two proposed architectures and by comparing
them with existing DCN, we show that dual-centric architectures can
have appealing properties for practical DCN designs.
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Preliminaries

»Packets on switches and servers experience 3
Important delays: processing delay, transmission
delay, and queuing delay.

dy, dye dyq andd,,, d

w,p? Yw,ir Yw,q’ v,p? Yyt dV,C]'

»Switches can operate in 2 modes: store-and-
forward & cut-through.

> Store-and-forward, d,, = d,,;+ Ay, e = Spacket / T

> Cut-through, d,, =d,,= 2us



Preliminaries

»Unified Path Length Definition:

dp = '?l-pjwdw —+ (?Epjﬂ —+ 1)031,,
npw :the number of switches in a path.
" P,v :the number of servers in a path (excluding the
source and the destination).
d,, :the processing delay on a switch.
d, :the processing delay on a server.

» Unified Diameter in a DCN:

d = dp,
oy e



Preliminaries

»DCN power consumption per server:
pPv = pdcn/N’U — prw/Nv + NnicPnic + D fwd-

Pw : Power consumption of a switch
N, :The number of switches in a DCN

N, : The number of servers in a DCN
. The average number of NIC ports each server uses

Pnic : The power consumption of a NIC port
a :Whether the server is involved in packet relaying

Pfwd :Power consumption of a server’s packet forwarding
engine.
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Dual-Centric DCNs: FSquare
And FRectangle

FSquare Construction:

The switches and servers in
each row and each column
form a simple instance of the
folded Clos topology.
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Dual-Centric DCNs: FSquare
And FRectangle

FSquare (n):

;
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Built from servers with 2 NIC

ports and n-port switches NSRRI R

: Q06060

n level 1 switches -6
n/2 level 2 switches ] SRCRCRECRC)
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The set of n/2 level 2 switches
and the set of n level 1
switches form a complete
bipartite graph.
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Dual-Centric DCNs: FSquare
And FRectangle

FSquare (n):

Level 1 switch also called Top
of Rack (ToR) switch.

Each server connect 2 ToR
switches.

a;;’s row ToR switch:

) @ 0600606
QR0 66
@606
) @000

j/(n/2)|™ TOR Switch in i row
i/(n/2)/" ToR Switch in j column




Dual-Centric DCNs: FSquare
And FRectangle

Routing in FSquare (n):
Source : a;;, Destination: a,,
If 1=k

the shortest path is within this row.
if 1i/(n/2)]=]1/(n/2)], &;;and &y
are connected the same row ToR

switch, the shortest path consists
of one switch.

) @ 0600606
QR0 66
@606
) @000

If l7/(n/2) #|1/(n/2)] the shortest
path consists of three switches.



Dual-Centric DCNs: FSquare
And FRectangle

Routing in FSquare (n):
Source : a;;, Destination: a,,
Ifizkandj#1:

We can choose one from 2
Intermediate servers &;; and & ;

Row first or column first, or
based on traffic condition
within the row or column

) @ 0600606
QR0 66
@606
) @000




Dual-Centric DCNs: Fsquare
And FRectangle

FSquare Basic Properties

Property 1. In an FSquare(n), the number of servers is N,, =
n* /4, and the number of switches is N,, = 3n> /2.

Property 2. FSquare(n) has a diameter of d=6d,,+2d,,.

Property 3. The bisection bandwidth of an FSquare(n) is
B=N, /2.

Property 4. The DCN power consumption per server of an
FSquare(n) is py=6p,,/n + 2ppnic + Pfuwd.



Dual-Centric DCNs: Fsquare
And FRectangle

FRectangle Construction: .“P"—“ W W W
L I@@@@@@@@@@@@@@@@

The switches and servers in eleleleclelelelclclelelelelele)
each column form a simple —,@@@@@@@@@@@@@@@@
instance of the folded Clos N 0000060600 00000000
topology. 1e000000000000000
Switches in each row can -“@@@@@@@@ 00000000
adopt Type A or Type B 10999990006000000
connections. - @@@@i!@@f{@w@@@@




Dual-Centric DCNs: Fsquare
And FRectangle

FRectangle Construction: jve- %%%
L @@@@@@@@@@@@@@@@

Type A connections: '@éé@@}g@jééééé@_@é
For a;; servers in the i row, if —,@@@@@@@@@@@@@@@@
kn <j < kn+n-1, a;; connect | N'ooo00c00 00000000
to the k™" switch. eo00000000000000
Type B connections: M000000600000000006
For a;; servers in the it row, if \I glelelelelelclsiclclclelelelele
J%n—ka connect to the ! zleleleleleeleld)e]e]elele]ele

kth switch. fype B P e
2




Dual-Centric DCNs: Fsquare
And FRectangle

FRectangle Construction: .“P"—“ W W aﬁ
L I@@@@@@@@@@@@@@@@

et FRectangle choose form
the 2 types interconnection in _

glelcleiclelclcieielclelelelele)

an interleaved fashion v [2866686666006999
. | VOO OO0
IT1%2=0, type A 10000000000000000
Ifi%2=1,typeB i@@@@@@@@ 00000000
_ I OOOOOOEOOOOO0000

DO RQEEGME 6 R E )




Dual-Centric DCNs: Fsquare
And FRectangle

- . r
Routing in FRectangle: e+ %%m
| @@@@@@@@@@@@@@@@

Source : a;;, Destination: a,, L I FILISSCECI R

If a;; & a,, belong to different 100000000 00000000

ow types Of("?’ need one l00000000600000000

relay server (along wit OO

multiple switches) to forward gggggggg;gggggg
I slelelelelclelofeieicieleleiele

__.—-’h_-'r*‘l—-___.

the packet.

If &, ; &ak|belongtothesame' @@@@E‘?a@a@@e@@@
row types may need three  rypes \ Z>mo2oaoee /|
servers to relay the packet. - -.-== - ==—.—'= ==




Dual-Centric DCNs: Fsquare
And FRectangle

. . r
Routing in FRectangle: =2 %%m
Source : a. H@@@@@@@@@@@@@@@@

.j» Destination: g, -

f1%92=0,k%2=1, _.
Find the column # c*,

glelcleiclelclcieielclelelelele)
relslclclelcleloleleizielelTiele

1

| /0000000000000000
f‘d— LJfﬂJﬂJ; ({7om) ToR ANeleieleleleleieleleleielelelelc)

a; .~and a; ; connect same row To 2
SWItCh akc*and a, | connect same -@@@@@@@@@@@@@@@@
row ToR switch _Yjeoseeese000099099
The shortest path from a;; 10 &, | RRE @22 O E..;@ DO
consists of 3 segments ‘Type B oo 2SI |

Qjj 28jcx, Bjor P Aox s Aox 2 Ay



Dual-Centric DCNs: Fsquare
And FRectangle

Routing in FRectangle:

Source : a;;, Destination: a,,

Ifi1%2=k%2=00ri%2=k%2=1,

a; j > 1strelay server, 1t relay server - 2" relay server
24 relay server -> 3 relay server, 3" relay server = a,

Type A n:-wi

= = !

O _ O O O ™=

— o= T = .-_ T = == = .__- ___T_."__ T T T T T T e e = I

[ Type A row |

[firstrelayserver] . __oU___ A L e AS B T a
| second relay server | [ third relay server --




Dual-Centric DCNs: Fsquare
And FRectangle

FRectangle Basic Properties

Property 1. In an FSquare(n), the number of servers is N,, =
n* /4, and the number of switches is N,, = 3n> /2.

Property 2. FSquare(n) has a diameter of d=6d,,+2d,,.

Property 3. The bisection bandwidth of an FSquare(n) is
B=N, /2.

Property 4. The DCN power consumption per server of an
FSquare(n) is py=6p,,/n + 2ppnic + Pfuwd.



Dual-Centric DCNs: Fsquare
And FRectangle

FRectangle Basic Properties

Property 5. In an FRectangle(n), the number of servers is
N, =n? /2, and the number of switches is N,, = In,

Property 6. FRectangle(n) has a diameter of d=6d,,+4d,,.

Property 7. The bisection bandwidth of an FRectangle(n) is
B=N,/A.

Property 8. The DCN power consumption per server of an
FRectangle(n) is py=4p,, /n + 2ppnic + P fuwd-



Comparisons Of Various DCN
Architectures

Some Existing Architectures

Switch-centric Server-centric
Fat-tree (FDCL) BCube, SWCube,
Fattened Butterfly (FBFLY) DPillar, DCell, FiConn

FiConn

Fat-Tree



Comparisons Of Various DCN
Architectures

TABLE I
COMPARISON OF VARIOUS DCN ARCHITECTURES
No(n=24) | Ny(n=48) | Nuw/Ns d B Py

FDCL{n, 3) 3.456 77648 5/n Fdwtdy N, /2 Ty Fr——

FDCL(n, 4) NI 563,552 7/n Tdwtdy N, /2 TPw /T + Pric
FBFLY (4, 7, 3) 39135 — 5724 Bdutdy N /3 Bpw /T + Pric
FBFLY (S, 6, 6) — 1.572.864 5745 Tdwtdy No/3 8pw /M + Pric

FSquare(n) §2.044 1,327,104 6/n 6dwt2d, N, /2 Bpw/n + 2Pnic T Pruwd
FRectangle(n) 165,888 2,654,208 i/n 6dwiddy No/4d Apw /7 + 2pnic ¥ Prwd

BCube(n, 3) 331,776 5.308 416 1/n Ad o 4d, N, /2 Apw /1 + Apnic + Prwd
SWCube(r, 4) 78 812 685 464 2 /n Bdutody | (Nu/8) % r/(r — 1) 2w /1 + 2Pnic + Prwd
DPillar(n, 4) §2.044 1,327,104 2/n BdwtBdy No/4d 2w /7 + 2Pnic + Prwd

DCell(n. 2) 360,600 5.534.056 T/n Id,t7d, | = N./(dlog, Nu) Pw/n + 3Pnic T Prwa
FiConn(n, 2) TA 648 361,200 T/n Adot7d, ~ N, /16 Pw/n+ Tpnic/d T 3prwa/a

From top (switch-centric) to bottom (server-centric),

- DCN power consumption per server decreases;

> Performances of architectures (bisection bandwidth) decreases;
- Diameter increasing



Comparisons Of Various DCN
Architectures

40
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Delay on Server Power Consumption of Server's Packet Forwarding Engine

FSquare: lower diameter than all server-centric architectures; Larger
bisection bandwidth than switch-centric; high power consumption.

FRectangle: less power consumption than switch-centric; less diameter
than most of server-centric; Larger bisection bandwidth than most of server-
centric;



Simulations

We conduct simulations on FCell for both random traffic and bursty traffic.

FSquare Aggregate throughput ,FRectangle Aggregate throughput
I"I"- - & ] t ‘“Iﬁﬂlﬂ__:_,ﬂ:“”“:”"““:
#5000 - u o
. L |
000 ] - »

—m— AggTh_Random
—8— AggTh_Incast
—h— AggTh_Shuffle

—=—AggTh_Random
—s—AgoTh_Incast
—a—AggTh Shuffis

1 1 1 1 1 ] T T T T T T T T T T 1
i 100000 200000 300000 400000  S00000 0 200000 400000 600000 800000 1000000
Mumber of Flows Number of Flows

when flows number is small, the AggTh values increase almost linearly.

when flows number is large, the increasing rates of the AggTh becomes
smaller and smaller. (Network become congested)



Simulations

We conduct simulations on FCell for both random traffic and bursty traffic.

. FSquare APL and ADL ~ FRectangle APL and ADL
Rand i 100
v E_I o * : —=— APL_Random
m_g::aa'r * *_..--"" 904 | —e—APL_Incast
iy _Shusifio * ] —— APL_Shuffle
—r— ADT_Random - 80 -
o "~ L ] —v—ADT_Random
—+— ADT Imcast
ADT & * 70 —*—ADT Incast | o
50 - : husfle — y —<— ADT Shuffle |
. ¥ 60
50 .o ]
“l AT -
EiE ]
30
20
T T T T T T 20 1 T T T T T T T T T T
a 100000 200000 00000 400000 S00000 0 200000 400000 600000 800000 1000000
MNumbear of Flows Number of Flows

when flows number increases significantly and become congested, ADTSs in
both architectures only increase linearly.



Conclusion and Future Works

In this paper, we formally introduce a new category of DCN
architectures: the dual-centric DCN architectures, where outing
intelligence can be placed on both switches and servers.

We propose two typical dual-centric DCN architectures: FSquare and
FRectangle.

By comparing them with existing architectures and by investigating
themselves, we show that these two dual-centric DCN architectures
have various nice properties for practical data centers, and provide
flexible choices in designing DCN architectures.

The proposed dual-centric design philosophy will certainly become a
potential candidate in future DCN architecture designs.



Conclusion and Future Works

Future works can be cast in, but are not limited to, the following
directions:
> 1.) designing efficient and/or adaptive routing schemes for FSquare and
FRectangle;
o 2.) exploring other possible dual-centric architectures that also have
appealing properties;
> 3.) designing dual-centric architectures where each server uses more than 2
NIC ports; and

> 4.) exploring the limitations of the dual-centric design philosophy, and how
to control and apply them in practical DCN designs.




Questions can be sent to:

dawei.li@temple.edu



Backup slides Jv

Flattened Butterfly (one dimensional)
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BCube (two level):




DPillar:
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DCell (two level):




