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* Conventional centralized network
— High transmission delay
— Heavy loads on the backhaul links

* Mobile edge computing
— Bring the computation and storage resources to the edge of networks

— Connect users directly to the nearest service-enabled edge networks
and provide computing and caching capabilities




Background

* Emerging artificial intelligence application
— Recommendation systems, personal assistant,
video surveillance, etc.

— Real-time video analytics is envisioned as a killer
application in the edge computing environment

* Video analytics task

— Detect specific events, such as causing-trouble
vehicle, abandoned luggage, lost child

— Collect high-definition videos and require high
bandwidth, high computation and low latency

Edge computing is regarded as a promising

solution to meet the strict requirements




Motivation

* Video analytics task offloading

— Video frames are extracted at various sampling rates, compressed into

different resolutions, and processed by CNN models

— Refer to the combination of frame rate and resolution as configuration

— Analytics accuracy & configuration:
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Motivation
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* Video analytics task offloading
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— Quality of experience (QoE) usually involves transmission delay,
allocated computing resources, analysis accuracy, etc.
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Problem: When all users share the limited edge computing resources, how to
determine the accuracy decisions for them to maximize their respective QoE as much
as possible and ensure their accuracy decisions are stable?
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Problem Formulation

* Some notations
— Consider a set of N users, denoted by {1,2, ..., N}
— User n chooses the accuracy decision a,

- M, < a, <1,where M,, denotes the minimum requirement on
analysis accuracy for user n

— Design the utility function based on the features of video analytics
task offloading for each usern
* Transmission cost T(a,,) Edge server rb

* Computation allocation C(a,,)

(‘R’ (g ) “A”

 Accuracy satisfaction Sat(a,,)
Choose an \ Get \‘\‘
Offload video data # jutility # # # i




Problem Formulation

* Transmission cost
— Accuracy decision & frame rate 30
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 Computation allocation

— let E denote the amount of computation resource at the edge server

— Computation resources allocated to the users depend on the proportion
of their uploaded video data amount on the edge server
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Problem Formulation

* Accuracy satisfaction

— If we use the deep learning approach like CNN for video analysis, the
accuracy will be more difficult to improve when it is close to 100%

Accuracy Increasing | Accuracy satisfaction
80% -> 85%
85% ->90%
90% -> 95%

— The property of accuracy satisfaction is consistent with the convex
functions, thus we describe the accuracy satisfaction in this work as

Sat(a,) = e




Problem Formulation

Utility function design
— In terms of transmission cost, computation allocation and accuracy
satisfaction, user n’s utility function is defined as
up(an, a_y) = —a,T(a,) + ppC(a,) + YnSat(ay,)
— Leta_, = (aq,...,04-1,an+1, -, ay) denote the accuracy decisions
from all users except user n

— Given other users’ decisions, each user n will choose the optimal
accuracy decision a,, to maximize its utility u,,(a,,, a_,), i.e.,

For each user n:
max u,(a,, a_,)

s.t. a,€[M,,1]
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GT-based Solution

Nash equilibrium (NE)

For each user n, the strategy set {aj, a3, ..., ay} constitutes a Nash equilibrium in the
game of the problem if the individual utility cannot be improved by changing the
accuracy strategy, i.e.,

Un (a:u ain ) = un(an; ain)

Determining a;, correspondingto a”,,

*
an—Sn _ —S
edn=Sn_t, i—t;

Eb, 05,
X5 = PnEbnOn — 0, where x;, = and Oy, = Zl;t‘n
anK—-ynesSnr,b, ™ T

Algorithm 1 GT-based Algorithm

Figu ring out a:l 1. for each user n = 1.2.3.....:.\"" (.10

2 Plepare user s information including r,,, s,. t,, b,

iy n Vs 1'1

PUBITSh INTOMMAtion [0 a specilied shared storage area.
repeat

Gather other users” information except user n.
until All of other users’ information is collected.
Calculate the optimal accuracy decision a,,* according
to Eqn. (19).
8: end for

“ —n (M(l Sn(N-1)

a, = Vs, SN )+t )+sn
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RL-based Solution

* Reinforcement learning-based solution

— It is unrealistic to share private information (e.g. allocated bandwidth,
accuracy requirement) because of security and privacy concerns

— Markov decision process model

» Action space A: A, = {ak|k = 1,2,...}
* State space ST: stf = [ak,a®,, ..., ak™ B, a* B]
* Reward space R: ;¥ = u,(ak,ak,)

* Task offloading policy g _: ST, X A, — [0,1]

o Actor | Algorithm 2 RL-based Algorithm

"1 Network

1: Initialize 0,,, w,,, a®", a®" and stV.
2: for time slot k =0,1,2,... do

3:  for eachusern=1,2,3,...., N do
Acquire the past strategy set.

Advantage
Function

4.
State | critic Action 5 Update its state st* into stF+t,
”| Network 6: Input st* into the Actor network g, .
[ 7: Obtain the accuracy decision (Lf; from 7g_.
eward 4 ok n.
8: Calculate reward r = wu,(a;,a” ) according to (5).
-[ Environment }: 9: Update w,, and 6,, according to (24), (25).
10 end for
Advantage Actor Critic (A2C) 11: end for
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User's optimal accuracy decision

* Influence of parameters

Performance Evaluation
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Conclusion

Study the multi-user edge-assisted video offloading and analyzing problem
Design utility function based on the video analytics features

Propose the GT-based algorithm to achieve the Nash equilibrium and the
optimal video analytics accuracy

Propose the RL-based algorithm to tackle the problem without
information sharing

Show that our design has better performance when compared with some
other approaches



Thank you!
Q&A
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