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Abstract—The voice assistants are important input devices in future smart homes. Thanks to the great performance that is provided by current voice recognition systems, current voice assistants can understand various commands in different language from users and connect with other devices in the same local network to perform corresponding actions. However, the voices are not secure due to its nature. Even if we secure voice assistant using the voiceprint, attackers can still steal the victim’s voices and replay them to voice assistants for attacking purpose. In this paper, we propose a new voice liveness detection system that is specifically designed for voice assistants. The key insight behind our system is that users will open their mouth when they say some phonemes. Such opening mouth activities will impact the air pressure in the ear canal if the ear canal is an enclosed space. Therefore, we can detect the liveness of the voices on the side of voice assistants by cauterizing the correlations between each sentence and the air pressure. Experiments with ten volunteers show that our system can accurately accept voice commands from legitimate users with accuracy of 94.8% and 97%. Moreover, our system can effectively defend current voice assistant devices from replay attacks with accuracy of 99.25% and 99.5%.
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1 INTRODUCTION

The interactions and communications between users and smart devices is one of the most important issues in future smart homes. Among all interaction methods, the voices provide a natural way for users to control their devices without extra devices (such as remote controllers) and body involvement (gesture-based control). Therefore, a new technology called voice assistant is proposed to translate the voices of users to commands or actions that are going to be performed by one or more smart devices. Thanks to the great performance that is provided by current voice recognition systems, current voice assistants can understand various commands in different languages from users and connect with other devices in the same local network to perform corresponding actions.

However, the voices are not secure due to their nature. Firstly, most current voice assistants do not perform identity validation on the received voice signals. Therefore, any voice command that is produced in the same physical environment can be picked up and executed, which presents a serious threat to the security of smart homes. For example, attackers can hack any device that has a speaker to send malicious voice commands to the voice assistant. Secondly, even if we secure voice assistants using the voiceprint, attackers can still easily get the voices of the victim since voices are open to the public [5], [9], [19], [27]. Such recorded voices can be leveraged by forgery techniques [10] to bypass voiceprint check. Once attackers can break voice authentication on voice assistants, they usually can obtain more sensitive information of the victim, which would result in severe consequences harmful to the victim’s safety, reputation, and property.

Since it is hard for one person to perfectly impersonate the voices of another one, most attacks on voice assistants are launched by replaying malicious voice commands to voice assistants. To secure the voice assistants from such replay attacks, besides implementing voice authentication, it is also essential to determine whether the received voice is produced by human beings or replayed by replay devices. If a voice is detected from a loudspeaker, it is very likely that that voice command is from attackers. In the past few years, many researchers proposed different systems to detect the liveness of voices [3], [15], [17]. Their insight is to leverage the differences between the human vocal system and the loudspeaker. For example, Chen et al. proposed a liveness detection system that can recognize replayed voices by detecting the magnetic field of the loudspeaker. However, most of the current liveness detection systems have a short operating range since they are designed for headsets or smartphones. In the use scenario of voice assistants, the user can be a few meters away from the voice assistant, which makes most of the current liveness detection methods not applicable. To address this issue, researchers study to build new liveness detection systems for voice assistant devices with the help of extra sensors and wireless signals. [4],
For example, Meng et al. proposed a system called WiVo that can detect the replayed voice by characterizing the correlation between wireless signal dynamics and mouth activities. However, WiVo requires the user’s face is close enough to the antennas of the wireless receiver, which is hard to ensure in practice. Moreover, indoor wireless signal dynamics can be easily influenced by other activities in the same physical environment, which also degrades the robustness of the system.

In this paper, we propose a new voice liveness detection system that is specifically designed for voice assistants. As shown in Fig. 1, our system is designed to accept all voice commands from normal users and reject all replayed voices from attackers. The key insight behind our system is that users will open their mouths when they say some phonemes. Such opening mouth activities will impact the air pressure in the ear canal if the ear canal is an enclosed space. By embedded a tiny pressure sensor into the earbuds, we can monitor the air pressure change while the user is saying. Then, we can detect the liveness of the voices on the side of voice assistants by cauterizing the correlations between each sentence and the air pressure. If we can detect the corresponding air pressure change when the user is talking, the user is detected as a normal user. Otherwise, the voice command will be regarded as from attackers and dropped without execution.

We address three major challenges to address this goal. The first challenge is how to get the uniformly sampled air pressure data from the sensor. To address this issue, we leverage signal processing techniques to resample the raw sensor signal while still reserving useful information for detecting opening mouths. Secondly, the resampled air pressure contains much noise, which makes it hard to extract proper features directly. To solve this problem, we leverage the discrete wavelet transform-based denoising method to remove high-frequency noise and extract the significant fluctuations that are introduced by opening the mouth through calculating the short-time variance. Furthermore, we compute the power spectral density of filtered variance signal as the feature for liveness detection. Thirdly, to build a robust and accurate classifier, we propose two methods with different performance levels and resource requirements. The lightweight method can provide acceptable performance for both accepting normal users and rejecting attackers with limited training effort. The advanced method can further improve the system performance by including more features and using a neural network for classification.

Our contributions in this paper are summarized as follows:

- We develop a prototype and conduct comprehensive evaluations. Experiments with ten volunteers show that the two methods of our system can accurately accept voice commands from legitimate users with accuracy of 94.8% and 97%. Moreover, our system can effectively defend current voice assistant devices from replay attacks with accuracy of 99.25% and 99.5%.

The remainder of this paper expands on these contributions. We first introduce voice assistant devices and related exiting attack and defense systems in Section 2. Then, we discuss background knowledge, the attack model, and feasibility experiments in Section 3. The details of our methods and solutions are presented in Sections 4 and 5, respectively. To evaluate the effectiveness and robustness of our system, we conduct various experiments in Section 6. Discussion is presented in Section 7.

## 2 RELATED WORK

### 2.1 Voice assistants in smart homes

In smart home environments, a voice assistant refers to a group of devices that can convert users’ voices to text, predict users’ needs, and perform corresponding actions together with other smart devices in the environment [11]. To achieve this goal, these devices are built on voice recognition, neural language processing, and speech synthesis technologies. In the past few years, many voice assistant devices have been designed and released. For example, Apple announced its HomePod in June 2017, and Amazon has also released its voice assistant AI technology called Amazon Alexa. Based on a recent report by voicebot.ai, more than 3 billion voice assistants were in use in 2019 [13]. Therefore, the security of voice assistants is very important.

### 2.2 Attacks on voice service

The voice service on voice assistants can be divided into two major categories: voice recognition and speaker verification. Voice recognition focuses on translating voice into text, and speaker verification focuses on validating the identity of the voice. However, both the voice recognition [20], [22], [28], [29] and speaker verification [9], [23] suffer from attacks. In terms of the attacks on voice recognition systems, [29] showed that it is feasible to replay malicious voice commands to the device of the victim in an inaudible channel. In terms of the attacks on speaker verification systems, a recent work shows that an attacker can break voice recognition systems by concatenating speech samples from multiple short voice segments of the victim [23]. To defend against
these attacks, researchers have proposed various countermeasures by studying the differences between human vocal systems and loudspeakers [1], [3], [8], [15], [16], [21], [24], [26]. However, existing defense systems are all designed for smartphones and AR headsets. The significantly different usage scenarios make current defense systems hard to be implemented on voice assistants. For example, the liveness detection system proposed in [15] rejects replayed voice by measuring the relationship between mouth voice and throat voice. Apparently, this work cannot be implemented on voice assistants since voice assistants are usually far away from the user in the room.

3 PRELIMINARY

3.1 Air pressure in ear canal

When users do not wear earphones, the air of the open ear canal is in direct contact with the atmosphere outside the body, which means the air pressure is the same as that in the environment. However, when users wear in-ear headphones, the ear canal becomes an enclosed space, so that the air pressure is largely influenced by the size of the enclosed space rather than environmental noise. Recently, research has shown that human facial activities can change the size of the enclosed space of the ear canal [2], which further introduces changes to the air pressure in it. As shown in Fig. 2, when the mouth is closed during non-speech periods, the earmold is with satisfactory retention. When the user opens the mouth, the positional relationship between the ear canal and the mandibular condyle changes correspondingly, which makes the earmold lack retention. As a result, the shape of the ear canal becomes bigger. Since the ear canal is a enclosed space when user wears the in-ear earphone, the air pressure in the ear canal also changes.

3.2 Attack model

In the attack model we consider, attackers aim to issue malicious voice commands to the voice assistant that is in the victim’s smart home environment. This type of attack can be launched either remotely or in the same smart home environment. For example, the attacker can say a malicious command to the voice assistant in the same environment as the victim. Also, by using recent attack techniques, the attacker can issue these commands without the attention of the victim. However, the ability of attackers is also limited to some senses. Since earphones are private devices and always on the victim’s ears, we assume that the attacker cannot get access to the victim’s earphones during the procedure of attacks. This fact means that the attacker cannot forge the received air pressure signal.

3.3 Feasibility study

Although we obtain some insights in the preliminary study, it is still not clear how sensitive the air pressure in the ear canal is to the mouth movements during the speech. Therefore, we designed a preliminary experiment to evaluate the feasibility of our idea. We built a prototype to collect the ear canal pressure with a sampling rate of about 500 Hz and record the voice at the same time. Then, we asked a user to say a short sentence, “I have a hat”, every 10 seconds while using the prototype. Fig. 3 shows the collected air pressure signals. We can observe that the mouth movements during the speech generate more significant variances to the pressure signal compared with environmental noises. Moreover, for some phonemes that require users to largely open their mouths, the variances are much more significant. For example, the phoneme “e” in the word “hat” introduces the highest peaks to the air pressure signal. These facts show that the mouth movements during speeches do generate enough variances to the air pressure signal. Therefore, by monitoring whether there exist well-synchronized variances in the pressure signal, our system can determine whether the voice is from a human.

4 SYSTEM DESIGN

4.1 Usage scenarios

The objective of our system is to protect the current voice assistant devices from voice replay attacks. Fig. 4 shows the basic usage scenario of our system. In the usage scenario, we consider two major components, the user and the voice assistant. We assume that the voice assistant can exchange information with the earphones using wireless communication (e.g. WiFi and Bluetooth). The interactions between the user and the voice assistant can be divided into four steps. First, the earphones and the voice assistant device will exchange packets for several rounds so that these two

Fig. 3. Results of feasibility experiments.

Fig. 4. Usage scenarios of our system.

Fig. 5. System architecture.
devices are using the same clock. In the second step, the user will say a voice command to the voice assistant. The voice assistant picks up the voice for further voice-to-text analysis. After the voice assistant receives the voice, it will send a message to the earphone for requesting the air pressure data. The earphones receive the message and stream the collected air pressure data to the voice assistant for processing. In the third step, the voice assistant processes both the voice and the air pressure data either locally or remotely. Finally, the voice assistant sends a corresponding message of the voice command. Otherwise, the voice assistant will alert the user for potential voice replay attacks. If the voice is indeed from the user, the user can still force the assistant to follow the command using an associated smartphone.

4.2 Challenges

Although we obtain insights from preliminary experiments, it is still challenging to build such a liveness detection system. First, the sampling rate of the sensor may not be consistent during the process of data collection. Although we can write a script to read the data from the sensor, it is not always true that newly read sensor data is fresh. To address this challenge, we leverage fitting algorithms to estimate those values that are not reported by the sensor in real-time. Second, it is challenging to extract pressure signal that is under impacts of mouth movements from noisy pressure signals. As we can observe, various noises exist in the raw pressure signal. If we directly detect the movement from the raw signal, the false detection rate can be very high. To solve this problem, we leverage a series of signal processing techniques based on the features of signals in the frequency domain. Finally, it is also hard to match the air pressure signal with the voice signal in order to predict the liveness of the voice command.

4.3 System architecture

Fig. 5 shows the architecture of our system. After receiving the voice commands and air pressure signal from the user, the voice assistant first performs audio processing on the voice signal to get the starting time and ending time of the voice commands. The extract timestamps are further used to segment the air pressure signal. After that, our system resamples the air pressure signal to make sure the signal is uniformly sampled. The resampled signal is filtered by Discrete Wavelet Transform-based techniques to remove the high-frequency noise. Since mouth opening activities generate a much greater impact on the air pressure signal, we calculate the short-term variance of the filtered signal. A mouth opening activity is detected by finding whether a qualified peak exists in the short-term variance signal. To further reduce the influence of low-frequency noise, we leverage an extra classification model to enhance the system performance for both accepting legitimate users and rejecting attackers. We extract three features from the variance signal and send them to a MART-based binary classifier. A voice command is regarded from a live speaker (or legitimate user) only if the incoming signals pass both checks.

5 Solution

5.1 Preprocessing

5.1.1 Signal segmentation

To validate the liveness of the voice’s source, we need to get the segments pressure signals that are influenced by the speeches. Since we assume that the earphones are well synchronized with the voice assistant via wireless
communication, we can accurately find the starting and ending points of each speech behavior in pressure signals by analyzing the voice signals. Therefore, we first segment the voice signals into different sentences by performing Hidden Markov Model (HMM) based word segmentation techniques [12]. Then, we use the obtained timestamps to segment air pressure signals for further analysis.

5.1.2 Resampling

However, raw air pressure signals cannot be directly used for analysis. First, although we use a fixed sampling rate by setting the control bits on the sensor hardware, the sensor may not report the sensor data uniformly. As shown in Fig. 7, the time interval between two neighboring samples can be either value, which introduces much difficulty to the signal processing procedure. To solve this problem, we first filter the raw signal using a finite impulse response (FIR) filter. The FIR filter is designed to minimize the integrated squared error between an ideal piecewise linear function and the magnitude response of the filter over a set of desired frequency bands. We normalize the result to account for the processing gain of the window and then set the control bits on the sensor hardware, the sensor may not report the sensor data uniformly.

5.1.3 Noise removal

Although we get a uniformly sampled pressure signal, it is still hard to detect mouth opening activity from the signal in Fig. 6(b). The main reason is because the pressure values are impacted by many other factors besides mouth opening activities. For example, imperfect hardware manufacture may cause small variances in pressure readings. In addition, environmental changes may also influence the air pressure in the ear canal. Therefore, we need to remove these noises in order to extract useful information for accurate detection. In our system, we leverage one-dimensional discrete wavelet decomposition-based denoising techniques. Specifically, a one-dimensional discrete wavelet transform (DWT) consists of multiple levels. The procedure in each level is shown in Fig. 8. The signal \(cA_i\) from the upper level will be filtered by a lowpass filter and a highpass filter, respectively. The filtered signal is then downsamplred, which produces the two outputs \(cA_{i+1}\) and \(cD_{i+1}\). The resulting signal \(cA_{i+1}\) reserves low-frequency features, while \(cD_{i+1}\) reserves most high-frequency features. After that, \(cA_{i+1}\) will be passed to the next level for further decomposition. In our system, we leverage a four-level DWT and let the resampled signals to be the input \(cA_0\) of the first level. We asked a user to say two voice commands and Fig. 9 shows the calculated signals from the very first level to the last level. We can observe that most high-frequency noise in the input signal can be effectively removed in the four-level processing. Moreover, only the approximation coefficients that correspond to \(cA_4\) have much higher variances in verbal periods than those in non-verbal periods. We further leverage the calculated approximation coefficients \(cA_4\) at the fourth level as the features to detect mouth opening activities.

5.2 Liveness detection

After obtaining and denoising the variance signal, we need to extract proper features to detect the liveness of received voice commands. In our previous work [18], we extract features from the variance signals on the time domain and leverage a Multiple Additive Regression Tree (MART)-based classification model for detection. However, our previous method does not utilize the information on the frequency, which can impact the performance of the system on a
larger dataset. For example, some high-frequency (above 3 Hz) components can still be there even after denoising. Such high-frequency components may also introduce significant fluctuations to the time-domain signal. Therefore, we propose two new detection methods that can leverage the information on both time and frequency domains in this paper. Moreover, these two methods are with different overhead and performance levels, a lightweight method with acceptable performance and a complex method with higher performance. The user or system administrator can choose according to their requirements and available resources.

5.2.1 Lightweight liveness detection

First, we focus on proposing a detection method that can be executed on most voice assistants and still provide acceptable performance. There are two major challenges to achieve this goal. The first challenge is how to extract proper features from both time and frequency domains. To understand this, we first perform the Short-time Fourier transform (STFT) on the filtered variance signal. Then, we calculate the power spectral density based on the STFT results. Assuming $S(i,j)$ is the STFT result of the $i^{th}$ time frame and the $j^{th}$ frequency frame, the power spectral density $P(i,j)$ of the signal is

$$P(i,j) = \frac{2|S(i,j)|^2}{fs \sum_{n=1}^{L} |w(n)|^2},$$

where $fs$ is the sampling rate, $L$ is the signal length, and $w(n)$ is window function. In our implementation, we use Hamming window as window function for calculating power spectral density. We further convert the power measurement in decibels (dB) for the following analysis. Fig. 11 shows the power densities of the signals collected from replay attackers and normal users. We can observe that opening mouth impacts the variance signal mostly at a low frequency (under 3 Hz). For the power spectral density of the attacker, the power spectral density is nearly consistent over time. Based on this insight, we only calculate the variance of power spectral density from the following three frequency bands: 0 Hz - 1 Hz, 1 Hz - 2 Hz, and 2 Hz - 3 Hz, respectively.

After obtaining the proper features, the second challenge is how to well train a classifier with good parameters. In our previous method, we train the classifier with fixed parameters, which means the decision boundary largely depends on the training dataset. To address this issue, we train a classifier based on the support vector machine and leverage Bayesian Optimization and three-fold cross validation for finding the best training parameters within a specific time. Compared with our previous method, the proposed method can train a more robust classifier to ensure better performance on a different dataset.

5.2.2 Transfer learning-enabled advanced liveness detection

In the light-overhead method, we leverage the low-frequency information in the spectrogram to detect the liveness of the voice signal. However, this will ignore all the information above 3 Hz. Based on our preliminary experiments, opening mouth can also impact the variance signal at a frequency between 3 Hz and 8 Hz for some users. To include this part of information and deliver better detection performance, we propose to leverage the spectrogram under 8 Hz. Moreover, instead of only using the variance of power spectral density as features, we use all entries in the power spectral density matrix as features to get the detection results. In our system, we resize the power spectral density matrix to $224 \times 224$ and take the matrix as an image to fully leverage each entry. Since the input is changed to images, we leverage the deep learning models that are proven to have great performance. However, it is nearly impossible to train a deep learning model from scratch since the number of parameters that need to be trained is much larger than the data we have. In practice, it is unrealistic to collect a huge amount of data from a new user by asking the user to say a lot of sentences to the voice assistant. To address this issue, we leverage the idea of transfer learning, which is a machine learning method where a model developed for one task is reused for a new task to reduce training costs. In our system, we use a deep learning model called ResNet that is already trained on a large dataset. Fig. 12 shows the structure of our classification model. We add a new final layer that has only two outputs. To reduce the number of parameters that needs to be trained, we freeze all the trained network layers in the original ResNet so that the gradients are not computed backward. We will show in the evaluation section that our transfer-learning enabled classification can provide great performance with only ten training instances collected from a new user.
**TABLE 1**
Air pressure in the environment during data collection.

<table>
<thead>
<tr>
<th>User</th>
<th>Air pressure (hPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1009.9</td>
</tr>
<tr>
<td>2</td>
<td>1014.6</td>
</tr>
<tr>
<td>3</td>
<td>1011.3</td>
</tr>
<tr>
<td>4</td>
<td>995.3</td>
</tr>
<tr>
<td>5</td>
<td>1012.4</td>
</tr>
<tr>
<td>6</td>
<td>1013.8</td>
</tr>
<tr>
<td>7</td>
<td>1006.9</td>
</tr>
<tr>
<td>8</td>
<td>1014.9</td>
</tr>
<tr>
<td>9</td>
<td>1018.2</td>
</tr>
<tr>
<td>10</td>
<td>995.6</td>
</tr>
</tbody>
</table>

Fig. 13. Testbed that is used to collect ear carnal pressure.

**6 EVALUATION**

**6.1 Implementation**

**6.1.1 Hardware**
To evaluate the performance of our system, we build a prototype to collect both ear canal pressure signal and the voice signal. The prototype consisted of five major components: a pressure sensor, a pair of ear phones, a mini PC to collect the pressure data, a microphone to collect voices, and a data processing center. Specifically, we selected BMP 280 as the sensor and embedded it into a Passion earphones, which are shown in Fig. 13. The pressure data is then transferred by wire to the Raspberry Pi (mini PC) and then sent to the data processing center by a wireless network. At the same time, we use a smartphone to record the voice.

**6.1.2 Data collection**
In our experiments, we collected data from ten participants (5 females and 5 males) who are university students and age from 25 to 30. Each participant was asked to wear the earphones with the pressure sensor in their right ear and record their voice. While using our system, each of them said a command “Alexa, turn on the light.” 50 times. In order to make sure the air pressure in their ear canals are only influenced by mouth opening activities, we use earbuds to ensure the participants wear the earphones tightly enough. Each participant attend the data collection in different rooms and at different times, so the air pressure (shown in Table. 1) in their environments can be different. For data analysis and processing, the data was then transmitted to a desktop computer with Intel(R) Core(TM) Devil’s Canyon Quad-Core i7-8700K @ 4.00 GHz CPU and 16 GB of RAM. In our experiments, we use the following performance metrics to evaluate the validation performance of our system. True acceptance rate (TAR) is defined as the rate at which a normal user is correctly accepted, and true rejection rate (TRR) refers to the probability that an attacker is successfully rejected by the system.

**6.2 Overall performance**
In terms of the overall performance of our system across different users, we first evaluate how accurately our two methods can accept normal users. In these experiments, we randomly pick 20 instances from each user and the attacker respectively as the training dataset and evaluate the system performance on another 40 instances that are equally collected from the user and the attacker. We repeat the evaluation ten times to get the average true acceptance rate. For the lightweight method, we run the optimization five times, and we train the advanced model 25 times. As shown in Fig. 14(a), both methods can provide good performance on accepting normal users. For example, the lightweight method can already provide an average true acceptance rate of 94.8% for all users. Even if in the worst case (user 6), the lightweight method can still accept the normal user with an average accuracy of 89.5%. Also, our advanced method can achieve better performance with an average true acceptance rate of 97% for all users. For example, the advanced method can raise the true acceptance rate from 94.5% to nearly 100% for user 5.

Similarly, both of our methods achieve good performance on rejecting attackers. More specifically, our lightweight method can reject attackers with an average accuracy of 97% for all users, and the advanced method can further raise this accuracy to 99.5%. Also, compared with true acceptance rates, the true rejection rates are more steady with the lowest average rate of at least 95%.

**6.3 Impacts of the size of training dataset**
Then, we study how many training instances we need to collect from a new user to ensure good system performance. Fig. 15 shows the true acceptance and true rejection rates...
of both methods with a different number of instances from the user. Besides the number of training instances, we use the same experimental setting as the one used in evaluating overall performance. It is clear that more training instances can significantly improve true acceptance rates. When we only have three training instances from the user, we can only accept the user with an accuracy of at most 69.5%. When the number of instances rises to nine, both systems can accurately accept the user with an average accuracy of at least 94.5%. Also, we notice that the true rejection rates are not significantly impacted. This is because the features or the power spectral density of the attackers’ signals are more consistent than those of the normal users. Due to the differences in behaviors and pronouncing different phonemes, even the features from the same user can be slightly different. Moreover, we observe that the lightweight method has better performance when only training instances are available. The reason behind this is that the few training instances are not enough for determining the parameters in the final layer of the neural network.

6.4 Impacts of training iterations

We also evaluate the impacts of the number of training iterations. Moreover, training and optimization iterations can bring us less loss and a more accurate classification model, but more overhead will be introduced. To understand what is the minimal number of iterations required for the two methods, we fix the training dataset and adjust the number of iteration from 1 to 21, and the results are shown in Fig. 16. It is clear that both methods benefit from higher iterations. With a low iteration, the detection accuracy can be as low as 0%. Compared with the advanced method, the lightweight method needs a smaller number of iterations to provide good performance. For example, when the number of iteration is five, the lightweight methods can achieve a true detection rate of at least 95%. Since the advanced method has more parameters to train, it needs more iterations to provide at least the same performance.

6.5 Performance with other’s trained model

Although we leverage different techniques, such as transfer learning, to reduce the training effort, it would be better if a new user can directly use a classifier that has been already trained using the data of other users. Therefore, we conduct experiments to evaluate if the trained model can be used on a new user. We trained two classifiers using two methods with the training data from one user and evaluate the true acceptance rates of the system on the dataset of another user. The experimental results are shown in 17. In terms of the lightweight method, using other’s trained classifiers does not impact the average performance too much, but the robustness of the system will degrade. We can see a similar factor for the advanced method. By using other’s trained model, the average true acceptance rate drops by about 6%. Also, the robustness of the system is also negatively impacted. Although the performance is not as good as using the own data for training, another’s trained model can still provide acceptable performance for a new user.

6.6 Impacts of head movements

Recent research [2] indicates that head movements can also generate impacts to the air pressure in the ear canal. Such impacts are also at low-frequency bands and can potentially impact how the system rejects the voices from attackers. Therefore, we conduct experiments to evaluate the robustness of our system against head movements. Evaluation results show that the true rejection rates only drop by 4% under the impact of head movements. These results show that our system still has enough robustness against such head movements.

7 DISCUSSION

7.1 Hardware availability and use scenario

The key of our system is to obtain the air pressure signal from the ear canal of the user. Currently, the available commercial earbuds are not equipped with an air pressure sensor. However, the air pressure sensor is expected to be embedded into the earbuds in the near future. For example, Apple Inc. was recently granted a patent that an air pressure sensor is embedded into future Powerbeats and/or Airpods pro earphones. Apple plans to insert the air pressure sensor into the ear canal of the user, which is exactly the same as our system setup. Moreover, thanks to the low power assumption of current air pressure sensors, this extra sensor will not significantly impact the working time of the wireless earphones. For example, the BMP 280 sensor only has
1120 $\mu$A at for peak current consumption [14]. Even this is the worst case, it is still lower than the current consumption of many other sensors in the smart earbuds. These facts make us believe that our system can be quickly deployed on the next-generation smart earbuds.

### 7.2 Device synchronization and data fitting accuracy

To detect the liveness of the voices, our system needs to perform analysis on well-synchronized air pressure signals. In the use scenarios we considered, we assume that the earbuds have Bluetooth components, such as Apple Airpods. Then, the voice assistant and the earbuds can synchronize with each other by exchanging Bluetooth packages. Also, we use signal fitting to address the issue of nonuniform sampling. The accuracy of the fitted signal will largely impact the accuracy of liveness detection. For example, if the impacts of the opening mouth are discarded in the fitted air pressure signal, our system is not able to leverage this part of the information to detect the liveness. However, it is hard to directly measure the accuracy of signal fitting since we are not able to directly measure the ground-truth air pressure while the user is talking. Therefore, we roughly measure the accuracy of the signal fitting based on the final performance of our system on liveness detection. As long as we can detect the liveness with a high accuracy, it means we reserve the most important information that is related to opening the mouth in the fitted signal. Even if some details of the ground-truth signals are discarded, it does not impact our following processing and analysis.

### 7.3 Limitations and future work

One limitation of our system is that we require users to wear earbuds while using our system. Considering the limited battery capacity of current wireless earbuds, this is hard to ensure in all scenarios. However, we can limit the use scenarios of our system to those that require higher security protection where users will be more willing to wear the earbuds to ensure the security of the voice service. In our current system settings, we detect the liveness of the voice based on the air pressure signal of saying each sentence. However, not all phonemes come with opening mouth. Even with the phonemes that require users to open their mouth, the degrees of opening are also different. Therefore, most parts of a sentence are not impacted by opening mouth. In our future work, we will study the impact of opening mouth at the phoneme level to achieve more accurate and robust performance.

### 8 Conclusion

In this paper, we conduct an in-depth study on the voice replay attacks towards voice assistant and propose a new voice liveness detection system with two detection methods. The basic insight of our system is that mouth opening activities will change the space size in the ear canal, which further changes the air pressure in ear canals. More specifically, we leverage signal processing techniques to detect mouth opening activities from the noisy air pressure data. In addition, we extract features from the time-frequency domain of the signal and propose two classification methods with different performance levels and computation complexities. To evaluate the system, we develop a prototype on Raspberry Pi and conduct comprehensive evaluations. Experiments with ten volunteers show that our system can accurately accept voice commands from legitimate users with accuracy of 94.8% and 97%. Moreover, our system can effectively defend current voice assistant devices from replay attacks with accuracy of 99.25% and 99.5%.
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