
Computer Communications 36 (2013) 411–420
Contents lists available at SciVerse ScienceDirect

Computer Communications

journal homepage: www.elsevier .com/locate /comcom
Effective channel assignments in cognitive radio networks

Jie Wu a, Ying Dai a,⇑, Yanchao Zhao a,b

a Department of Computer and Information Sciences, Temple University, Philadelphia, PA 19122, United States
b State Key Lab of Novel Software, Department of Computer Science and Technology, Nanjing University, PR China

a r t i c l e i n f o a b s t r a c t
Article history:
Received 5 January 2012
Received in revised form 20 October 2012
Accepted 23 October 2012
Available online 5 November 2012

Keywords:
Channel assignment
Cognitive radio networks
Dynamic spectrum access
List edge coloring
Localized algorithms
0140-3664/$ - see front matter � 2012 Elsevier B.V. A
http://dx.doi.org/10.1016/j.comcom.2012.10.008

⇑ Corresponding author. Tel.: +1 267 443 0287.
E-mail addresses: jiewu@temple.edu (J. Wu), yi

yczhao@dislab.nju.edu.cn (Y. Zhao).
Cognitive radio networks (CRNs) promise to be the next generation of the key enabling technology that
enables dynamic spectrum access (DSA). The channel assignment (CA) problem is one of the most important
issues in CRNs, with the objective of satisfying the interference constraints, and maximizing the number
of nodes with channels assigned. In this paper, our goal is to design highly-efficient and localized proto-
cols for CA. In addition, we want to maximize node connectivity after CA, which is important for packet
delivery. To this end, we design two basic algorithms and an advanced algorithm framework. Within this
framework, we can change the edge priority in CA to meet different requirements. Simulation results
show that the proposed framework is fast (two rounds of communication among nodes, regardless of net-
work size) and outperforms an existing method.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Today we are facing a dilemma of rapidly increasing demand of
wideband wireless access, and shrinking out of unallocated spec-
trum. Studies indicate that, at any given time and location, there
exists a large portion of under-utilized licensed spectrum [1]. Thus,
people are exploiting new ways of transmitting on licensed bands
when these bands are not fully used.

Cognitive radio networks (CRNs) are the key technology that
xenables next generation communication networks [2], also known
as dynamic spectrum access (DSA) networks. Cognitive radio technol-
ogy allows the secondary users to utilize the spectrum more
efficiently in an opportunistic fashion, without interfering with
the primary users. As shown in Fig. 1, the secondary users
N1;N2;N3, and N4, are able to make opportunistic use of channels
for transmission without disturbing primary users PU1; PU2, and
PU3. One of the most challenging problems is how to assign the
available channels so that certain optimization objectives, such as
throughput, spectrum efficiency, the number of nodes served, and
fairness can be achieved. The channels here refer to the spectrum
bands that have a specific central frequency. In our model, the whole
spectrum is assumed to be divided into multiple channels. We will
explain this setting later in Section 3.

The channel assignment (CA) problem is well-studied in tradi-
tional wireless networks, with the objective of satisfying the
ll rights reserved.

ng.dai@temple.edu (Y. Dai),
interference constraints and maximizing the number of nodes with
channels assigned. In its most general form, the CA problem is
equivalent to the generalized graph-coloring problem, which is a
well-known NP-hard problem [3]. An extensive survey of CA in
wireless networks, including CRNs, can be found in Ref. [4].

The fundamental difference between CRNs and traditional wire-
less networks is that the available channel sets are dynamic, and
their availabilities vary over time and space. In CRNs, the CA prob-
lem has been studied from different perspectives. Some of them
aim to maximize the spectrum utilization [5], subject to interfer-
ence constraints. Some other works study the cross-layer optimi-
zation, including using power control [6,7], and considering both
network and link layers [8]. Our focus here is CA at the link layer
only.

Our work differs from previous works in three aspects: first, in
view of the high dynamics of channel availability, keeping connec-
tivity would be significant in maintaining performance. Second, the
network cannot afford to run time-consuming protocols to allocate
channels in a dynamic environment. Last, we want to enhance the
network performance by maximizing the assigned conflict-free
links. To this end, we design a fast convergent-localized protocol
that assigns conflict-free channels, so as to maximize connectivity
in multihop CRNs. The main contributions can be summarized as
follows:

� We present two basic localized algorithms and an advanced
localized algorithm to solve the CA problem. Specifically, we
propose a method to partition the given network into
‘‘stars’’ (which resemble 2-level trees) where a localized
match between links and channels is feasible.
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� Based on the proposed framework, we further develop three
conflict resolution strategies to make our scheme versatilely
adaptable to different network conditions.

� We also propose an extension, which can trim nonessential
links to further enhance performance.

� A comparative simulation is conducted. We compare our
localized algorithms to other existing methods in terms of
assigned link rate, delivery rate, and coordinating rounds.
Simulation results show that our advanced algorithm out-
performs an existing method.

The rest of the paper is organized as follows: in Section 2, we
introduce the related works. Then, the network model and problem
formulation are presented in Section 3. We propose two basic
localized algorithms in Section 4. In Section 5, we give an advanced
localized algorithm, and present some details of implementation.
In Section 6, we discuss some possible extensions of our model.
Section 7 shows simulation methods and results. Finally, we con-
clude this paper in Section 8.
Fig. 1. An example of CRNs.

Table 1
List of notations.

Notation Meaning
2. Related works

Optimal conflict-free CA that satisfies a global optimal objective
is often NP-hard [9]. Based on a simplified interference model, this
problem can be described as a vertex-coloring or edge-coloring
problem. The generalized form of our problem could be reduced
to a list-edge-coloring problem [10], which assigns every edge to
a color from a prescribed list.

Centralized approximations in CRNs, such as [11,7], formulate
the problem as a mixed integer programming problem. However,
centralized CA approaches suffer from many limitations, including
the lack of a global common control channel to support the central-
ized control, and poor scalability due to the difficulty of capturing
consistent global information in a dynamic environment.

Various distributed approximations are proposed. In the graph
color model, distributed list-edge coloring algorithms usually rely
on a modified version of edge-coloring algorithms. Several distrib-
uted algorithms using OðDÞ (D is the maximum node degree) colors
have been proposed in literature [12–14]. In [15], Wang and Liu
considered an iterative distributed solution, based on the orienta-
tion of each link. An end node with a larger number of channels
points to another one with a smaller number of available channels.
The CA starts with nodes that are local minimum (i.e. the
minimum number of channel choices) and applies this process
iteratively.

The localized solutions are based on observing local interfer-
ence patterns and access spectrum, based on a set of rules [16] that
aims at maximizing some system utilities [5]. Different from these
works, our work aims at increasing network performance by max-
imizing connectivity in multihop CRNs, based on only local infor-
mation, without using any iterative process.
G A graph (V ; E)
V Set of nodes
E=E0 Set of links (without channels assigned)
uv uv 2 E, link connecting node u and node v
D Maximal node degree in G
Nu=Nuv Set of adjacent nodes of u (adjacent links of uv)
C=c Set of total available channels (c 2 C)
Cu=C0u Set of available channels (unused channels) on u
Cuv=Auv Set of admissible (assigned) channels on uv
auv auv 2 Cu , channel assigned to uv by u
IDðuÞ ID of node u
du=duv Effective degree of node u (link uv)
puv ðcÞ Conflict probability of c on uv
wuv ðcÞ Channel weight of c over uv
Pruv 2-Tuple link uv priority
S=su Set of stars (links in a star associated with node u)
3. Preliminaries

3.1. System model & problem formulation

We consider a CRN as a graph G ¼ ðV ; EÞ, where V ¼ fu;v;w; . . .g
is the node set representing wireless nodes, and E is the link set.
uv 2 E if nodes u and v can communicate with each other. NðuÞ
represents the neighbor set of node u, u. We assume that the whole
spectrum is divided into multiple channels of different central fre-
quencies. To simplify our model, we treat the performance (e.g.,
bandwidth) of each channel as the same. Our model can be ex-
tended to situations, where the bandwidth of each channel is dif-
ferent, by adding the channel performance as the weight to each
link. Cu # C denotes the set of available channels on u, where C de-
notes the set of total available channels in the network. Cu is not
equal with C, due to the different interference ranges of primary
users at different locations. The notations used in this paper are
listed in Table 1. We also assume that there is a common control
channel for nodes to exchange information.

In wireless networks, two adjacent nodes can communicate
only when they both tune to the same channel. A link exists when
two adjacent nodes select the same channel. Two links are adjacent
if they share one end node. Conflicts exist if two adjacent links are
assigned the same channel. The goal of our paper is to perform CA
so that the maximum number of links exist without conflicts.

We make the following assumptions used in the paper:

1. The communication range equals the interference range, to
make our algorithms and analysis more clear and concise.
Our model can be extended to more sophisticated ones, as
shown in our simulation.

2. Each link is only assigned with a single channel.

3.2. Example topology

We use the topology of Fig. 2 to illustrate our algorithms. The
available channel set on the whole network is C ¼ f1;2;3;4g. The



Fig. 2. The example topology.
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node set is V ¼ fa; b; c; d; e; f ; gg and the link set E is the edge set,
shown in Fig. 2. (The link connections and link labels will be de-
scribed later.) Suppose there is a certain number of primary users
in the network, which results in different available channel sets
among nodes, as shown in Fig. 2. For example, the available chan-
nel set on node a is f1;2g. This is because node a is within the
interference range of primary users occupying channels 3 and 4.
The available channel set on node c is f2;3;4g since it is within
the interference range of primary users using channel 1.

4. Basic local algorithms for CA

Two basic algorithms are described: one is the node-based algo-
rithm without coordinations between adjacent nodes, and another
is the link-based algorithm with coordinations.

The node-based algorithm, which uses only local channel infor-
mation at each node to select channels for adjacent links, is given
in Algorithm 1. It randomly assigns channels for each link, based on
the information of each node. There is no coordination between
two end nodes of one link. Obviously, its efficiency is low. The
probability of selecting the same channel at both end nodes of a
link is small, which results in many rounds being needed to com-
plete the algorithm.

The link-based algorithm is described in Algorithm 2. We first
give the definition of admissible channels, which will also be used
later.

Algorithm 1. Node-based selection

1: /* Initial allocation phase */
2: for 8v 2 V do
3: for 8u such that vu 2 E0 do
4: if jAvuj = 0 and jC0v j > 0 then
5: randomly pick c from C0v
6: Avu  c
7: /* Conflict resolution phase */
8: for 8uv 2 E0 do
9: if auv ¼ avu then
10: Auv  fauvg; E0  E0 � fuvg
11: C0u  C0u � fauvg; C0v  C0v � fauvg
12: if 9mn s.t. Amn ¼ 0 and (jC0mj > 0 or jC0nj > 0) then
13: go to step 1
Definition 1. The admissible channels for link uv is defined as
Cu \ Cv , denoted as Cuv .

To simplify our discussion, we exchange the role of nodes and
links. In this case, uv corresponds to a node. uv’s neighbors are
either uw or vw. After this exchange, adjacent links become
adjacent nodes. Then, we focus on channel selections for nodes in-
stead of links. So the nodes in the algorithm description below are
actually the original links. This is the conflict graph construction
process, which can also be found in Ref. [17].

Unlike the node-based solution, the link-based solution will re-
sult in conflicts among adjacent links (new nodes). Local solutions
vary depending on how (1) admissible channels are selected and
(2) conflicts among adjacent nodes are resolved. These methods
can be based on either a random choice or a predefined priority.
The simple approach in Algorithm 2 is to have a random admissible
channel selection from Cuv and conflict resolution based on node
id: IDðuvÞ ¼ IDðuÞ þ IDðvÞ. That is, node uv with the highest
IDðuvÞ will win.

Algorithm 2 reduces the number of rounds needed by CA
compared to Algorithm 1, since there is a coordination between
two end nodes during channel selection. The coordination here
is achieved by two end nodes exchanging their available channel
information through the common control channel. However,
Algorithm 2 does not take priorities of different links into con-
sideration; this would still result in a relatively low efficiency.
In the next section, we will present an advanced algorithm,
which considers the priorities of links and applies maximal
matching.
5. Advanced local algorithm for CA

Different from the previous two basic algorithms, the node-
link-based algorithm makes improvements on both the sides of ini-
tial assignment and conflict resolution.

Algorithm 2. Link-based selection

1: /* Initial allocation phase */
2: for 8vu 2 E0 do
3: randomly select c from Cvu

4: Avu  c
5: /* Conflict resolution phase */
6: for 8uv 2 E0 do
7: if uv and any link in Nuv have conflicts then
8: remove the channel from the link with the lowest

priority
9: if Auv > 0 then
10: E0  E0 � fuvg; Cuv  Cuv � Auv
11: if 9mn s.t. Amn ¼ 0 and Cmn > 0 then
12: go to step 1
5.1. Basic definitions

For the initialization part, we propose a notion of ‘‘star,’’ given in
Definition 2.

Definition 2. A star is a special 2-level tree with one node, and a
set of adjacent links associated with that node.

In each star, each link is ‘‘handled’’ by the end node, called a
host. The node with a higher ID is the host. This process is called
a ’partition based on node ID.’ In this way, each link is associated
with one node that has a larger ID. This partition will form a forest
of ‘‘stars.’’ Then, in each ‘‘star,’’ it is possible to perform a good
initial assignment through maximal matching processing, by
assigning channels to links that minimize channel-conflict proba-
bility. This will maximize channel weight, which is defined in
Definition 3.

Suppose a link uv;uv 2 su, selects a channel c 2 C, the conflict
probability, with its neighbors, is depicted as the following modi-
fied jCuwj:



Table 2
Admissible channel set on each link.
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puvðcÞ ¼
TuvðcÞP

uw2su

P
c02CTuwc0

; ð1Þ

where

TuvðcÞ ¼
X

w2Nv

1
jCuwj

EuwðcÞ þ
X

w2Nu

1
jCvwj

EvwðcÞ:

EuwðcÞ is a step function with a value of 1 when c 2 Cuw, and 0 other-
wise. Suppose duv ¼ du þ dv � 1, where du ¼ jNuj.

We can easily derive that for each star su,
X

uv2su

X

c2C

puvðcÞ ¼ 1:

Based on the definition of conflict probability, we define the follow-
ing channel weight:

Definition 3. The channel weight of channel c over link uv is
defined as

wuvðcÞ ¼ duv � ð1� puvðcÞÞ:

For the conflict resolution part, we propose a local and greedy solu-
tion by considering various priorities, which are related to the
importance of each node in resolving conflicts. Let du be the effective
node degree of node u, defined as the total number of neighbors
minus the number of neighbors with channels assigned. The impor-
tance of a node is then defined as its effective node degree. This
strategy will establish more connections quickly, since the node
with more links has a higher priority.

5.2. Node-link-based algorithm

Algorithm 3. Node-link-based selection

1: /* Initial allocation phase */
2: S  partitions of G according to ID
3: for 8sv 2 S do
4: for 8vu 2 sv ; 8c 2 Cvu do
5: calculate wvuðcÞ
6: calculate maximal matching between channels and

adjacent links by the Hungarian’s algorithm
7: for 8vu 2 sv do
8: update Avu

9: /* Conflict resolution phase */
10: E0 ¼ E
11: for 8uv 2 E0 do
12: if uv and any link in Nuv have conflicts then
13: remove the channel from the link with a lower

effective degree
14: for 8sv 2 S do
15: for 8vu 2 sv do
16: if Avu > 0 then
17: sv  sv � fvug
18: E0  E0 � fvug; Cvu  Cvu � Avu

19: if 8sv satisfies jC0v j > 0 and Avu ¼ 0 for 8vu 2 sv then
20: go to step 3

Combining both processes introduced above, we can give Algo-
rithm 3: the node-link-based selection algorithm. Suppose the host
of link uv is u. u needs to collect Cu;Cv , and Cw for all w 2 Nv

S
Nu to

calculate channel weight for uv. Therefore, two-hop information is
needed (i.e., a neighbor’s neighbors). This process can be done
through two rounds of exchanges, using a common channel. Step
1 of Algorithm 3 requires one round of exchanges, and is calculated
only once. Step 5 needs to be re-calculated at each round, as G
changes at steps 15, 16, and 17.

The maximum matching is done through constructing a bipar-
tite graph with channels at the left side, and adjacent links at the
right side. The weight value of each mapping edge is the corre-
sponding channel weight on the link. We apply the Hungarian’s
algorithm [18] here to find the maximum matching, which can
be completed in polynomial time, OððjCjDÞ4Þ, where jCjD is the
maximal number of links in each bipartite graph. Moreover, the
Hungarian’s algorithm is a local greedy algorithm, since it only
needs the weight information on each adjacent link in one star.
The number of channels and the number of links can be made
equal by adding virtual nodes at either side, so that the number
of channels and the number of links are the same. To apply perfect
matching, the bipartite must satisfy Hall’s matching theorem [18] by
adding virtual edges from the virtual nodes. This would not affect
the final result.

Theorem 1. The adding of virtual node and virtual edges would not
affect the result of perfect matching achieved by the Hungarian’s
algorithm.
Proof. Given a bipartite graph G ¼ ðV ¼ ðL;RÞ; EÞ, such that for
each ðu;vÞ 2 E; u 2 L and v 2 R. Before adding virtual nodes and
virtual edges, suppose the maximal perfect match achieved by
the Hungarian’s algorithm is M ¼ ðV ; E0Þ; jLj ¼ jRj and E0 � E. In
addition, for each u 2 Lðv 2 RÞ, there is exactly one v 2 Rðu 2 LÞ,
such that ðu;vÞ 2 E0. The maximal perfect match after adding vir-
tual nodes and virtual edges is M0 ¼ ðV 0; E00Þ. Let M0 � M0, such that
M0 ¼ ðV0; E0Þ is composed of virtual edges whose weight are 0,
where V0 � V 0 are virtual nodes and E0 � E00 are virtual edges. First,
assume the weight of all edges in M; WðMÞ, is less than the weight
of all edges in M0;WðM0Þ. We exclude all the virtual edges from E00

and obtain WðM0 �M0Þ. WðM0 �M0Þ ¼WðM0Þ �WðM0Þ ¼WðM0Þ
because WðM0Þ ¼ 0. This means that WðMÞ < WðM0 �M0Þ with
M0 �M0 # G. That is, M0 �M0 can also be the perfect matching of
G, which contradicts that M is the maximal matching, since
M ¼ ðV ; E0Þ is the output of the Hungarian’s algorithm.

On another hand, assume that WðMÞ > WðM0Þ. Then, M ¼ ðV ; E0Þ
can also be a matching in the bipartite graph with virtual nodes
and virtual edges. This contradicts the fact that M0 ¼ ðV 0; E00Þ is the
maximal matching of the bipartite graph with virtual nodes and
virtual edges, which should be the maximal. Since virtual edges do
not influence the final result, virtual nodes do not affect either,
because edges coming from virtual nodes are virtual edges with
weight 0. h

In step 9, resolving conflicts requires exchanges among host
nodes, which correspond to two rounds of exchanges. There
are several ways to resolve conflicts through priority, which
we will discuss in details later. One priority is the combined
effective node degree of two end nodes. Another priority is
based on channel weight wuv ðcÞ. The higher the weight, the
higher the priority. jCuv j can also be used as a priority, with a
small value corresponding to a higher priority. Removing as-
signed links in steps 10 and 11 requires only local operations
in hosts.



Table 3
Conflict probability of every channel on each link.

pcað2Þ pcbð2Þ pcbð4Þ pgcð3Þ pgcð4Þ pgdð1Þ

4
13

4
13

5
13

1
8

1
8

3
16

pgdð4Þ pgeð3Þ pgf ð3Þ pgf ð4Þ pdbð4Þ pfeð3Þ
1

16
1
8

3
16

3
16

1 0

Table 4
Weight of every channel on each link.

wcað2Þ wcbð2Þ wcbð4Þ wgcð3Þ wgcð4Þ wgdð1Þ

27
13

36
13

32
13

21
4

21
4

65
16

wgdð4Þ wgeð3Þ wgf ð3Þ wgf ð4Þ wdbð4Þ wfeð3Þ
75
16

35
8

65
16

65
16

0 3

Fig. 3. The channel assignment process of the star charged by node c.
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5.3. Examples

We now give a specific example based on Algorithm 3 to better
illustrate our algorithm. Considering the topology in Fig. 2, suppose
that IDðaÞ ¼ 1; IDðbÞ ¼ 2; . . . ; IDðgÞ ¼ 7. The admissible channel set
for each link is shown in Table 2. The original graph is partitioned
into three stars, as shown in Fig. 2, in which links are only con-
nected with nodes in stars. The three stars are: c with its attached
links, g with its attached links, and f with its attached links. We
compute the conflict probability of every available channel on each
link, which is in Table 3. Next, we can get the weight of each chan-
nel on each link. The results are in Table 4.

Here, we take the channel assignment on the star charged by
node c for an example. We construct a bipartite graph, and add
two virtual nodes on the link side to conduct the perfect matching.
Each edge in the bipartite graph has a weight, as computed in Table
4. The weight of virtual edges connecting virtual nodes is 0. Next,
we conduct the maximum matching shown in Fig. 3. The other
three stars conduct their channel assignments in the same way.
The total view of channel assignment results is in Fig. 2. The num-
ber on each link is the channel assigned to it. Since link ge cannot
get any channel, we use a dotted line to represent this link.

There is a conflict between links cb and db, because they both
are assigned channel 4. We resolve this conflict based on the effec-
tive node degree of two end nodes, which turns out to be the same.
Therefore, we remove one randomly. During the next round of our
algorithm, the result is not changed. Thus, the channel assignment
process is completed.
5.4. Other conflict resolutions

In the above discussion, we use the effective degree for conflict
resolution. There are several other ways to resolve conflicts
through priority. In this section, we propose another two conflict
resolutions.

The first alternative is based on the remaining number of chan-
nels. For example, jCvwj, which is the number of unused channels
on vw, can also be used as a priority, with a smaller value corre-
sponding to a higher priority. This strategy assigns a higher priority
to links with fewer choices of channels.

The second alternative is based on whether the link is essential
or nonessential. First, we assume that the priority of each node i is
IDðiÞ, based on alphabetical order, such as IDðaÞ < IDðbÞ. Here, for
simplification, the priority is decided by nodes’ IDs. In real life,
other meaningful metrics, for example, bandwidth and capacity,
can be applied to decide the priority. Then, we introduce the prior-
ity assignment method for each link [19].

Link priority assignment: For each link vw, its priority is de-
fined as Pruv ¼ ðIDðuÞ; IDðvÞÞ.

Thus, the priority of a link is a 2-tuple, which is based on the
lexicographic order. To decide the priority, first compare the first
element in the 2-tuple, and then compare the second element.
The first element of the 2-tuple is the priority of the start
node, and the second element is the priority of the end node.
Therefore, each link has a total order in the network. Next, we
give the definition of a nonessential link, based on the link
priority.

Definition 4. A link uv is a nonessential link if it satisfies the
following conditions: (1) There is a ‘‘replacement’’ path P from u to
v, which does not pass link uv, and (2) all the intermediate links on
P have higher priorities than link uv.

Any link that does not satisfy the above condition is essential.
For example, suppose that there is a path from u to v, which is
u! w! v . Then, link uv is nonessential, because the intermediate
links uw and wv both have higher priorities than link uv.

Therefore, when a conflict happens among two adjacent links,
we can first check if they are essential. The nonessential ones will
be removed directly. If the adjacent links are both essential, we will
use other methods – effective node degree, or the number of chan-
nels remained on the link – to decide which one should be removed.

6. Discussion

In this section, we will discuss additional issues regarding our
algorithms.

6.1. Benefits of edge-trimming

We first discuss the possibility of edge-trimming. Edge-trimming
is the process of cutting off edges from a network before conducting
the channel assignment algorithms. The intuition is that, since the
resolution of the conflicts among edges will leave low-priority edges
with less chance to get assigned, we can just cut some low-priority
edges out prior to the channel assignment stage, according to the
resource condition. In this way, the assignment algorithm will con-
verge faster without affecting the network performance. The edge-
trimming strategy must follow these design objectives:

� Cut as many non-essential edges as possible, so that the
algorithms will converge faster.

� Make sure the performance of networks does not degrade
after channel assignment.

To achieve a better tradeoff between these two objectives, the
most crucial part is how to evaluate the importance of edges.
Our method is marking the edges as essential or non-essential,
according to Definition 4.
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We can develop more strategies to perform edge-trimming, like
the conflict possibility and effective degrees. Due to space limita-
tions, we will not extend these topics here.

6.2. Dealing with dense networks

In some cases, we may face situations of dense networks where
the number of neighbors of each node is much larger than normal
ones.

From Fig. 6(a), we can see that our algorithm’s performance de-
grades drastically when the networks’ density increases. This is
mainly due to the growth of the number of conflicts. To mitigate
this situation, we can take advantage of the adjustable transmis-
sion range to form a cluster backbone using methods in Refs.
[20,21].

In essence, we can construct a backbone of the whole network,
so that the assignment will perform in a small scale. In the back-
bone consisting of cluster heads with longer transmitting range,
our proposed algorithms, can be implemented to assign channels.
Meanwhile, the inner cluster communication can be conducted
by using CSMA. To make sure that there is no inter-cluster interfer-
ence, cluster heads should perform other rounds of vertex coloring
algorithms to assign inner-cluster communicating channels.

6.3. Dealing with highly dynamic spectrum availability

We are also confronting a situation where admissible channels
on each node are changing all the time, due to the dynamic access
and appearance of a primary user. In this situation, we give a local
adjustment method in the following. This can be used as an exten-
sion to the proposed assignment algorithm, which could quickly
reassign channels in response to the change in admissible
channels.

A possible method is that the nodes that changed their assign-
ments actively coordinate with neighbors, among which the links
are affected. During the coordination, every node collects residual
and acceptable channels on each link, and performs a maximal
matching. The residual channels refer to the possible and con-
flict-free channels to the other links, emitted from current nodes.
The acceptable channels refer to those channels which are con-
flict-free on both end nodes. In this way, the adjustment operation
will not affect the current allocated links. Obviously, the adjust-
ment methods will maintain the topology of the whole network
as much as possible. However, the long-term performance will
not be guaranteed.
7. Simulation

In this section, we present simulation results for our three algo-
rithms. In addition, we implement two other algorithms: the dis-
tributed greedy algorithm in Ref. [15] and an optimal algorithm
for comparison, which are compared with our node-link-based
algorithm. The greedy algorithm iteratively assigns channels to
the node with minimum channel choices. Our algorithm does not
need the iterative process. We calculate the maximal matching
among links and channels, and then resolve the conflicts. Also,
Table 5
Simulation settings.

Total number of nodes ½10;40�

Communication range of each node ½50;70�
Total number of channels ½4;30�
Total number of PUs 10
Interference range of PUs ½40;140�
we compare the three conflict resolutions of our third algorithm.
Moreover, we implement the approach proposed in our discussion
part, and make some comparisons.

7.1. Simulation settings & methodology

We randomly distribute nodes in a 200� 200 unit square. Also,
we randomly generate a certain number of nodes and primary
users (PUs) with different interference ranges. Each primary user
occupies one channel in a certain range. If a node is within a PU’s
range, it cannot use the channel occupied by the PU. Therefore,
each node in the network has its own available channel set, accord-
ing to the positions of PUs. The settings of parameters are shown in
Table 5. Under a certain setting, we run our simulation 100 times
to achieve stable results.

The three parameters, total number of nodes, total number of
channels, and interference range of primary users, are tunable.
Each time, we change one of the parameters to compare the algo-
rithms using the following metrics:

� assigned link rate: the ratio of assigned links over possible
links,

� delivery rate: the ratio of the maximum broadcast reachable
nodes over total number of nodes, and

� number of rounds: the number of rounds needed by CA.

The higher the assigned link rate, the better the result. The same
applies for the delivery rate. A small number of rounds indicates
higher efficiency. Based on the above system settings and evalua-
tion metrics, the simulation results are presented in the next
section.

Note that in our assumption (1) in Section III, the interference
range equals the communication range. Because of the accumula-
tive effect of interference, the physical interference model (i.e.
the SINR model) is generally considered as a more realistic model.
Yang et al. [22] provided a per-node interference range calculation
method, which performs very closely to the physical interference
model.

Our design could be easily extended to apply the model in Ref.
[22]. We vary the number of channels from 4 to 30, while keeping
the number of nodes at 15 and interference range of PUs at ½60;70�.
The interference range of each node is computed separately for the
physical driven model. We compare the delivery rate of our three
algorithms before and after applying this model. Fig. 4(a) and (b)
have similar comparison results. In both figures, the performance
of the node-link-based algorithm is the best, and the node-based
algorithm is the worst. In addition, we implement two other algo-
rithms. One is an optimal algorithm which maximizes the assigned
link rate, without consideration of the number of rounds it takes.
Another one is the distributed greedy algorithm in Ref. [15]. We
compare the assigned link rate of the two algorithms and our
node-link-based algorithm. Comparison results in Fig. 4(c) and
(d) show that the comparison results are the same, with similar
trends for each algorithm. Comparisons of other metrics are also
similar. Therefore, in subsequent simulations, we only consider
the simple model.

7.2. Simulation results

7.2.1. Comparison among our algorithms
We compare the three algorithms, node-based, link-based, and

node-link-based, in terms of the three metrics discussed in the pre-
vious subsection.

First, we compare the delivery rate by changing the three
parameters. In Fig. 5(a), we vary the number of nodes from 10
and 40, while keeping the total number of channels as 10. The
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Fig. 4. Comparison of delivery rate in two models.
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Fig. 5. Comparison of delivery rate among three proposed algorithms.
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interference range of primary users is randomly generated among
½60;70�. In Fig. 5(b), we vary the number of channels from 4 to 30,
while keeping the number of nodes at 15, and interference range of
PUs at ½60;70�. In Fig. 5(c), we vary the interference range of pri-
mary users, while keeping the number of nodes at 15, and the
number of channels at 10. Based on the settings of the three
parameters, we randomly generate a topology each time. The
results of Fig. 5 show that the node-link-based algorithm is almost
50% more than others. The trends of the three vary, because more
nodes and larger primary user ranges cause more conflicts, while
more channels cause fewer conflicts. The trend of the node-
link-based algorithm in Fig. 5(a) is increasing because, even though
more conflicts cause fewer assigned links, the assigned links are
more connected; this causes the increase in the delivery rate.
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Fig. 6. Comparison of assigned link rate among three proposed algorithms.
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Fig. 7. Comparison of rounds among three proposed algorithms.
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Second, we compare the assigned link rate. The settings are the
same as the ones comparing the delivery rate. The results are
shown in Fig. 6. The node-link-based algorithm has almost 2.5
times the other two in the assigned link rate. Reasons of the trends
are the same as the above argument.

Finally, we compare the number of rounds the three algorithms
need to complete channel assignment. The settings are the same,
with results shown in Fig. 7. The node-link-based algorithm needs
the least number of rounds to complete channel assignment, which
is always less than three, based on our simulation.

7.2.2. Comparison with alternative methods
For better comparison, we compare the node-link-based algo-

rithm with the distributed greedy algorithm and optimal algo-
rithm. We present the comparison results in the following:
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From the above comparison results, we can find that the two
metrics, delivery rate, and assigned link rate give similar results.
Here, we only compare delivery rate and number of rounds.

First, we compare the assigned link rate of the three algorithms.
Using the same settings as before, results are shown in Fig. 8. We
can tell that the node-link-based algorithm achieves almost 70%
of the optimal algorithm, and is 10% higher than the distributed
greedy algorithm. This is because the optimal algorithm performs
CA without consideration of resources.

To better evaluate, we compare the number of rounds needed
by the node-link-based and distributed greedy algorithms (the
number of rounds is too large in the optimal algorithm). We vary
the number of nodes and the number of channels each time. The
results in Fig. 9 show that the node-link-based algorithm takes less
rounds than the distributed greedy algorithm. The number of
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e-link-based, greedy, and optimal algorithms.
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Fig. 9. Comparison of rounds among node-link-based, greedy, and optimal algorithms.
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rounds in the greedy algorithm equals the number of channels.
This is because the greedy algorithm needs to run once for each
available channel.
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7.2.3. Comparison of conflict resolutions
In this subsection, we implement the three resolution strate-

gies: effective degree, essential edges, and the number of residual
channels. We use the three conflict resolutions to implement the
node-link-based algorithm. Under the same settings as before,
the results are shown in Fig. 11(a). We can see that resolving
conflict through essential edges uses a smaller number of rounds
than the other two strategies. Also, we compare the delivery rate
of the three conflict resolution strategies by changing the number
of nodes. The other settings remain the same. The results in
Fig. 11(b) show that conflict resolution based on essential edges
has the highest delivery rate. This is because the replacement paths
of nonessential edges do not reduce network connectivity.

7.2.4. Comparison of with and without backbones
We increase the density of the network through increasing the

number of nodes to 70. We compare the delivery rate of our node-
link-based algorithm with backbones and without backbones,
varying the total number of available channels. The other settings
are the same as the comparison of delivery rate, as in the above.
The comparison results are shown in Fig. 10. From the results,
we can tell that when the network density increases, the delivery
rate of our algorithm with backbones can achieve almost twice
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the delivery rate compared to the same algorithm without
backbones.

7.3. Simulation summary

Simulation results conclude that the node-link-based algorithm
has almost twice the delivery rate and assigned link rate, compared
to the node-based algorithm and the link-based algorithm. The
number of rounds needed by the node-based and link-based algo-
rithms are, on average, twice more (sometimes three times more)
than the node-link-based algorithm. In addition, from the compar-
ison of the node-link-based algorithm, distributed greedy algo-
rithm, and optimal algorithm, the node-link-based algorithm
reaches around 70% of the optimal algorithm, and almost 10% more
than the greedy algorithm in the assigned link rate. We can also
conclude that the node-link-based algorithm needs the least num-
ber – fewer than 3 – of rounds to complete channel assignment.
From the comparison of the three different conflict resolution
strategies of the node-link-based algorithm, resolving conflict
based on essential edges needs the least number of rounds, while
achieving the highest delivery rate of the three. The comparison
of delivery rate with and without backbones shows that the
node-link-based algorithm with backbones in networks with high
densities can achieve almost twice on the delivery rate, as com-
pared to the same algorithm without backbones.

8. Conclusion

In this paper, the channel assignment (CA) problem in cognitive
radio networks (CRNs) is studied. We propose three algorithms:
node-based, link-based, and node-link-based. In the node-link-
based algorithm, we are able to achieve the best localized initiali-
zation by using a ‘‘star’’ structure and maximal matching. We also
present three ways of conflict resolution. We introduce the notion
of essential edges, and propose the possible extensions of our algo-
rithm, with the goals of improving the efficiency while keeping the
connectivity of the network. Extensive simulations are conducted
to compare our algorithms with others from different aspects. Re-
sults show that our advanced algorithm outperforms existing
methods.
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