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Abstract—We consider a potential communication problem in national security, where wireless spy sensors with eavesdropping

capability are strategically deployed around an area of interest. For counterintelligence, achieving secure communication by

penetrating such a spy barrier is of great importance. In this paper, we first formulate the problem of barrier penetration routing against

spy barriers consisting of strategically deployed wireless sensors. We point out that existing multi-path avoidance routing protocols

cannot efficiently counteract collusion attacks, where connected adversaries collaborate with each other to compromise data packets.

We propose a barrier penetration routing (BPR) protocol to securely penetrate the barrier of adversaries. In the protocol, a set of

physically distanced paths are identified based on distance vectors as well as network-wide flooding. Then, each data packet encoded

by XOR coding is routed via a different path. Unlike existing avoidance routing, the proposed scheme does not rely on the assumption

that the adversary’s locations are known. The simulation results demonstrate that the proposed BPR outperforms the baseline protocol

as well as existing routing protocols in terms of secure delivery rate.

Index Terms—Barrier penetration routing, avoidance routing, wireless sensor networks.
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1 INTRODUCTION

The concept of barrier coverage, in which stealthy wireless

sensors with sensing capabilities are deployed in a national

border to discourage, detect, and thwart intrusion attempts, was

introduced by Kumar et al. [1] to protect a national border by

wireless sensors more than ten years ago. Since then, a number

of research works have been proposed, including camera barrier

coverage [2], one-way barrier coverage [3], and target barrier

coverage [4], primarily to protect a homeland. However, to the

best of our knowledge, the critical scenario, in which the concept

of barrier coverage is exploited by a hypothetical enemy, has never

been considered. For example, a military camp in a hypothetical

enemy territory could be surrounded by wireless spy sensors with

eavesdropping capability. Then, all the traffic from the camp to

the military post or garrison would be compromised by these spy

sensors. Another potential scenario is that malicious wireless sen-

sors are deployed around IoT smarthome and/or smart factories [5]

to compromise data communications among IoT devices. In this

paper, we seek to design a secure sensor network routing protocol

that penetrates a spy barrier of wireless sensors in such scenarios.

Figure 1 shows an example of barrier penetration routing,

where the shaded circles represent the source and destination

nodes, the shaded squares represent adversaries, and the large

circles represent the eavesdropping areas of adversaries. There are
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Fig. 1. Multi-path avoidance routing with the XOR coding.

three routes, paths 1, 2, and 3, from the source to the destination,

and all of them must go through the barrier of adversaries. While

the use of cryptography protects data privacy against polynomial

time adversaries, the computational power of the adversaries in

this paper is assumed to be unbounded, i.e., once an adversary

eavesdrops on an encrypted message, the adversary can quickly

compromise the message. In addition, we assume that a group

of adversaries can perform a collusion attack to compromise mes-

sages, where connected components of adversaries can collaborate

with each other.

At first glance, one may think that avoidance routing alone,

which avoids insecure areas instead of counteracting the security

threats, can securely deliver messages under such an attack model.

However, while a number of avoidance routing protocols in [6]–

[10] for wireless sensor networks (WSNs) have been proposed,

none of them works in our critical scenario. The single-path based

protocols in [6] and [7] successfully discover a safe path along

which no adversary eavesdrops on the channel when adversaries

are randomly deployed. However, there may exist no safe path
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between the source and destination, if adversaries are strategically

deployed as shown in Figure 1. To overcome the performance

limit, multi-path-based avoidance routing (MPAR) [8] with XOR

coding and its variants [9], [10] are proposed. In MPAR, message

m is encoded into k messages, m1, m2, ..., mk, where m = m1⊕
m2 ⊕ ...⊕mk. Each mi (1 ≤ i ≤ k) is sent via a different path

and the destination node assembles the original m after receiving

all pieces. Since XOR coding serves as a one-time pad, perfect

secrecy is guaranteed, unless an adversary obtains all the pieces.

Nevertheless, the existing MPAR protocol family [8], [9] does

not accommodate a collusion attack. For example, in Figure 1,

there are two connected components of adversaries, groups 1 and

2. Assume that message m is encoded into two pieces m1 and

m2, where m = m1 ⊕ m2, and each of them is forwarded via

a different path. The set of path 1 and path 2 is not safe, since

the adversaries in group 1 can obtain both m1 and m2 routed via

paths 1 and 2 by collaborating with each other. On the other hand,

the set of paths 1 and 3 is safe, as the adversaries in neither group

1 nor 2 are able to obtain both pieces.

Therefore, the MPAR protocol family may succeed in deliver-

ing messages across a barrier. However, there are three key differ-

ences between barrier penetration routing and existing avoidance

routing problems [6]–[11], [13]–[15]. First, avoidance routing

solutions rely on the assumption of known adversaries’ locations,

which does not reflect real scenarios in which adversaries clan-

destinely listen to the channel. Second, adversaries are assumed

to be randomly deployed over the entire network, i.e., strategic

deployment along a belt region is not considered. Third, many

existing works are not intended to alleviate a collusion attack.

While MCAR proposed in [10] explicitly avoids collusion attacks,

the location of adversaries as well as the hop distance among

them are required. Another approach to countermeasure collusion

attacks is a jamming-based solution. The work in [12] derives the

secure throughput of cooperative jamming-based secure routing

protocols without location information of adversaries. Although

cooperative jamming defends data against collusion attacks, the

solutions of this kind require additional hardware capabilities, and

thus, they are considered too expensive.

A summary of comparisons among related works is presented

in Table 1. The aforementioned factors impose a totally different

protocol design issue in how to securely deliver messages across a

barrier of adversaries without the information of the adversaries’

locations under the collusion attack, which cannot be addressed

by a simple extension of MPAR [8]. Specifically, the contributions

of this paper are as follows:

• First, we introduce a new secure routing problem to securely

penetrate a spy barrier of wireless sensors, including the

attack models as well as the definition of a barrier of

adversaries along a belt region. In addition, the notion of

a strong barrier, i.e., there is no set of safe paths from source

to destination with a high probability, is introduced.

• Second, we derive the necessary and sufficient conditions for

a set of adversaries to form a strong barrier. These critical

conditions can be used to understand whether or not the

multi-path protocol family with XOR coding can securely

penetrate the barrier with a high probability.

• Third, we propose a barrier penetration routing (BPR) proto-

col, where a small subset of legitimate nodes is randomly

selected as reference points, called beacons. Through the

distance vectors among the beacon nodes, a set of physically

distanced paths between source and destination nodes is

discovered by the network-wide flooding.

• Fourth, we conduct the computer simulations to compare the

performance of the proposed BPR and a modified version

of MPAR (M-MPAR) protocols with existing avoidance

routing protocols, e.g., MPAR [8]. The simulation results

demonstrate that the proposed scheme outperforms MPAR

and its modified version in terms of secure delivery rate.

The rest of this paper is organized as follows: Related works

are reviewed in Section 2. The problem of barrier penetration

routing is formulated in Section 3. We derive critical conditions of

a strong barrier in Section 4. The design challenges are discussed

in Section 5. The baseline protocol, as well as the BPR protocol,

are proposed in Sections 6 and 7, respectively. In Section 8, the

performance of the proposed protocols is evaluated. Section 9

concludes this paper.

2 RELATED WORK

2.1 Multi-Path Routing Protocols

Multi-path routing protocols, such as [16]–[19], discover a set

of node/link disjoint paths for different design goals. The primary

goal of multi-path routing is to improve the throughput by simulta-

neous message forwarding via multiple paths [16]. Another reason

for setting up multiple paths is fault tolerance [17], [18], in which

an additional path is used as the backup path when some nodes

on the primary path go down. The optimal node/link disjoint path

discovering is discussed in [19]. However, none of them provides

security mechanisms.

2.2 Secure Routing Protocols

Secure routing protocols protect data privacy against eavesdrop-

ping by applying the secret sharing scheme [20] or the network

coding [21]. However, their path discovery is not dedicated to

identifying a set of safe paths for point-to-point communication.

The theoretical works [22], [23] for secure ad hoc and sensor

network routing have been studied to derive the secrecy capacity

in a static network with eavesdroppers of known and unknown

locations. The secure throughput when multi-path routing and the

corporative jamming are applied is explored in [12]. However, an

additional operational cost for transmission scheduling and energy

consumption is introduced in the cooperative jamming, and such

an approach is out of the scope of this research.

2.3 Avoidance Routing Protocols

Avoidance routing has been studied for different types of net-

works, such as the Internet, opportunistic networks, and WSNs.

The protocols designed for the Internet [13]–[15] protect data

privacy by avoiding the routers in opponent nations and/or internet

service providers (ISPs). The idea of multi-path routing is applied

for securing software defined networks [24]. Contact avoidance

routing (CAR) in [11] is designed for contact-based opportunistic

networks to avoid contact with malicious nodes. In addition, the

concept of avoidance routing is applied to anonymous commu-

nications in [25], [26] and to privacy-preserving routing [27].

The most related work to this paper is the avoidance routing

protocols for WSNs [6]–[10], which prevent adversaries with

unbounded computational power from eavesdropping on mes-

sages. The single-path-based protocols, e.g., virtual positioning



3

TABLE 1
Summary of comparisons among related works.

Protocols Multi-Path Adversary deployment Collusion Attacks Adversaries’ locations Jamming

Proposed BPR Yes Strategic Yes No No

VPSR [6] No Random No Required No

Area Avoidance [7] No Random No Required No

MPAR [8] Yes Random No Required No

TMPAR [9] Yes Random No Required No

MCAR [10] Yes Random Yes Required No

CAR [11] No Random No Required No

Jamming-based [12] No Random Yes No Yes

source routing (VPSR) [6] and area avoidance routing [7], try to

discover a safe path so that no adversary eavesdrops on wireless

channels, under the assumption that the adversaries’ locations are

available at each node. However, there may exist no safe path,

when too many adversaries are deployed in a network. Multi-path-

based avoidance routing (MPAR) [8] and its variants, e.g., timer-

based multi-path avoidance routing (TMPAR) [9] and multi-path-

based collusion avoidance (MCAR) [10], significantly alleviate

the condition of secure message delivery by combining multi-

path forwarding and XOR coding. However, MPAR relies on the

assumption of known adversaries’ locations, does not consider

strategic deployment of adversaries along a belt region, and cannot

accommodate a collusion attack.

3 PROBLEM FORMULATION

3.1 The Network Model

A WSN consists of a set of legitimate nodes and malicious nodes,

called adversaries. Let vi be node i, and the open neighbor set of

vi is a set of nodes, denoted by N(vi). Node vj is in N(vi) if and

only if vi and vj are within the communication range, denoted by

r. A disk model is applied for our scenario, i.e., all the nodes have

the same communication range and the communication area is

circular. This is because the assumption of a disk model is essential

to strengthen the theoretical aspect provided in Section 4. On the

other hand, in reality, each node may have different transmission

power, and the communication area could be oriented. Thus, the

link layer assumption will be relaxed in our protocol designs, and

we claim that the proposed BPR itself works under a bidirectional

link model, where vi ∈ N(vj) if and only if vj ∈ N(vi) for all

nodes vi, vj (i 6= j).

The total number of nodes in a network is n. Among them,

np nodes are adversaries. That is, p denotes the percentage of

adversaries. For simplicity, we assume that p is set so that np
is always an integer. Let Aj be adversary j. Adversary Aj can

eavesdrop on the messages transmitted from any node in N(Ai).
Node vi is said to be in the proximity of Aj , if Aj ∈ N(vi);
the set of adversaries in N(vi) is denoted by NA(vi), and

NA(vi) ⊆ N(vi) always holds. Note that the percentage of

adversaries and the communication range are the function of n,

i.e., they are formally denoted by p(n) and r(n). For simplicity,

we write p and r as defined above. The notations used in this paper

are listed in Table 2.

Similar to [1], [28], [29], asymptotic network models and

asymptotic analyses are considered. We define the target area as

a
√
s × √s square region and a belt region, which is formed by

two parallel curves with orthogonal lines on two sides, which are

defined by Definitions 1 and 2.

Target area !
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Fig. 2. An example of rectangular belts.

Definition 1 (Parallel curves) Two curves, denoted by c1 and

c2, are said to be parallel with separation 1/w if d(x, c2) =
d(y, c1) = 1/w for all points x ∈ c1 and y ∈ c2, where d(·, ·)
indicates the distance between a point and a curve.

Definition 2 (A belt region) A belt region is defined by the area

bounded by two parallel curves c1 and c2 with separation 1/w.

In this paper, we are particularly interested in a special case of

a belt region, called a rectangular belt with dimension ℓ × 1/ℓ.
The definition of a rectangular belt is given in Definition 3.

Definition 3 (A rectangular belt) A belt region of dimension ℓ×
1/ℓ is said to be a rectangular belt, where ℓ is the height and 1/ℓ
is the width of the region.

A belt region is strategically located and cuts a given target

area into two subareas, so that all the communications between

nodes in different sides must go across the belt region, as shown

in Figure 2. In our scenario, n − np legitimate nodes and np
adversaries are randomly deployed within a target area and a

rectangular belt with dimension ℓ×1/ℓ, respectively, by a uniform

distribution. Note that our analyses in Section 4 can be easily

extended to the cases of the grid and the Poisson distributions of

adversaries in a belt region. Furthermore, the proposed protocol

works not only under a rectangular belt but also under a general

belt region.
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TABLE 2
Definition of notations.

Symbols Definition

vi, Ai Node i and adversary Ai

n The number of nodes

p The adversary rate

Ss,d A set of paths from vs to vd
P

(i)
s,d ∈ Ss,d A path i between vs and vd
N(vi) The open neighbor set of vi
G A connected component of adversaries

r The communication range

s, ℓ Dimensions

m A message

Genu(.) A pseudorandom generator

⊕ The XOR operator

q The virtual adversary rate

η The length of connected virtual adversaries

β The percentage of beacon nodes

α The number of anchor nodes

δ The minimum distance between two anchors

3.2 The Adversary Model

In this paper, the encryption is assumed not to be a perfect

solution. That is, an adversary can compromise the privacy of an

encrypted message by eavesdropping. This assumption abstracts

many real-world scenarios. For instance, a nation may spend a

large amount of human and computing resources in a war - a

typical example is the British intelligence in World War II [30].

Another possibility is that the implementation of cryptographic

operations may have flaws [31]. In fact, many Secure Socket Layer

(SSL) sessions on the Internet can be compromised due to invalid

ways of generating prime numbers [32]. Furthermore, the longest

key length of the advance encryption standard (AES) [33] that

can be used in the United States is limited to 256-bit, so that law

enforcement e.g., the Federal Bureau of Investigation (FBI) and

the National Security Agency (NSA), can monitor encrypted data

in the Internet.

The goal of adversaries in this paper is to compromise a

message, denoted by m, which is initiated at source node vs
and destined to its destination node vd. Clearly, any routing path

must not contain any adversary as an intermediate node for secure

delivery. Otherwise, an adversary not only obtains message m,

but also may deny forwarding m to its destination. In addition,

a routing path must avoid insecure areas, where adversaries are

clandestinely hidden to eavesdrop on wireless channels. We define

eavesdropping and the privacy of message m in Attack 1 and

Definition 4, respectively.

Attack 1 (Eavesdropping) Adversary A can eavesdrop on mes-

sages transmitted by any node vi in N(A).

Definition 4 (Privacy of message m) The privacy of message m
is said to be compromised, if adversary A with unbounded

computational power eavesdrops on m.

In this paper, we consider a collusion attack, in which a

group of adversaries collaborates with each other to compromise

message m. Let G be a connected component of ζ adversaries,

{A1,A2, ...,Aζ}. The formal definition of the collusion attack is

defined by Attack 2.

Attack 2 (Collusion attacks) A group of adversaries, denoted by

G, can collaborate with each other to compromise message m,

if they are connected, i.e., for all Ai,Aj ∈ G (Ai 6= Aj)

there exists at least one path on the subgraph constructed from

adversaries in G and the links among them. Such an attack is said

to be a collusion attack.

We assume that locally connected adversaries are able to

collude each other, but they cannot use global information to

form a barrier. If so, legitimate nodes can detect such active

communications.

In [8], an adversary cannot compromise the original m unless

she obtains all the k pieces, m1,m2, · · · ,mk. This is because

XOR coding behaves as Vernam’s one-time pad, which achieves

perfect secrecy as long as a secret key is used once, and the key,

message, and ciphertext spaces are of the same size. However, the

encoded messages are still susceptible to collusion attacks. Thus,

we formally define the privacy of a set of encoded messages of m
by XOR coding in Definition 5.

Definition 5 (Privacy of XORed message m) The privacy of

message m, where m = m1 ⊕m2 ⊕ ...⊕mk, encoded by XOR

coding, is said to be compromised, only if adversary A or a group

of adversaries G eavesdrop on all of the m1, m2, ..., and mk.

3.3 The Barrier Penetration Routing Problem

Let vs be the node which wishes to deliver message m to node vd.

The goal of routing is to securely route m from vs to vd across a

belt region. Node vi is said to be safe, if and only if NA(vi) =
∅, where ∅ denotes an empty set. Otherwise, vi’s transmission

of a message can be eavesdropped by one of the adversaries in

NA(vi). In a single-path-based protocol, only safe nodes can be

used as intermediate nodes. A routing path from vs to vd, denoted

by Ps,d, consists of a list of legitimate nodes. The definition of a

safe path is given in Definition 6.

Definition 6 (A safe path) Path Ps,d is said to be safe, if and

only if
⋃

∀vi∈Ps,d
NA(vi) = ∅.

Even if there exists no safe path between vs and vd, the multi-

path protocol family with XOR coding can securely deliver a

message from vs to vd. To achieve this, a set of k paths must

be adversary disjoint, i.e., there is no common adversary which

can eavesdrop on all of the k paths. Let Ss,d be a set of k paths

from vs to vd and P
(i)
s,d be the i-th path in Ss,d. The definition of

a set of adversary disjoint paths is provided in Definition 7.

Definition 7 (A set of adversary disjoint paths) A set of k
paths, Ss,d, is said to be adversary disjoint, if and only if
⋂

∀P (i)
s,d∈Ss,d

{⋃∀vj∈P
(i)
s,d

NA(vj)} = ∅.
If there exists a set of adversary disjoint paths, then MPAR

protocol family succeeds in securely delivering a message under

the independent adversary model. However, this definition does

not cover a collusion attack (Attack 2). Thus, we further introduce

the notion of a set of adversary group disjoint paths. Let NG(vi)
be a set of adversary groups in N(vi), where Gj ∈ NG(vi), if

and only if ∃A ∈ NA(vi) s.t. A ∈ Gj .

Definition 8 (A set of adversary group disjoint paths) A set of

k paths, Ss,d, is said to be adversary group disjoint, if and only if
⋂

∀P (i)
s,d∈Ss,d

{⋃∀vj∈P
(i)
s,d

NG(vj)} = ∅.
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Fig. 3. The length of a connected component.

Note that independent adversaries can be seen as a special case

of adversary groups. For instance, np independent adversaries can

be mapped to a set of np adversary groups with each group Gi

containing one adversary, i.e., Gi = {Ai}. In addition, a safe path

can be seen as a special case of a set of adversary disjoint paths,

and we may write a set of paths with one element as {P (1)
s,d }.

Therefore, our problem formulation is of a more general form of

the multi-path avoidance problem presented in [8].

Now, we can formally define the secure message delivery in

the barrier penetration routing problem as follows.

Definition 9 (Secure message delivery) With the one-time pad

property, message m is said to be securely delivered from vs
to vd, if m is encoded into m1, m2, ..., and mk, where

m = m1 ⊕m2 ⊕ ... ⊕mk, and each mi (1 ≤ i ≤ k) is routed

through a different adversary group disjoint path (Definition 8).

3.4 The Notion of A Strong Barrier

Let Gi be connected component i consisting of adversaries in a

belt region. Depending on the connectivity among adversaries, the

number of adversary groups ranges from one to np. When there

is only one connected component of adversaries, and the union

of eavesdropping areas of the adversaries in the group covers

the entire belt region, no adversary group disjoint path will be

found. To formally define such a condition, we introduce the

notion of a strong barrier. Let ‖Gi‖ be the length of the barrier

formed by adversary group Gi, i.e., the length of the union of

the eavesdropping areas of the adversaries in the group, as shown

in Figure 3. The barrier is strong if and only if there exists an

adversary group whose length is greater than ℓ. If not, the barrier

is said to be weak. The formal definition of a strong barrier is

provided in Definition 10.

Definition 10 (A strong barrier) A set of np adversaries de-

ployed within a belt of dimension ℓ× 1/ℓ is said to form a strong

barrier, if and only if there exists Gi such that ‖Gi‖ is greater

than or equal to ℓ.

When a barrier is strong, the adversaries in the group eaves-

drop on all the traffic across the barrier by colluding with each

other. Such a condition indicates the performance bound of the

barrier penetration routing. The critical conditions of a strong

barrier are quantitatively analyzed in Section 4.

4 CRITICAL CONDITIONS

In this section, we derive two critical conditions, the necessary

and sufficient conditions that a set of np adversaries in a belt of

dimension ℓ × 1/ℓ forms a strong barrier that cuts a target area

of dimension
√
s ×√s. These conditions illuminate whether the

barrier of adversaries can be penetrated by a multi-path routing

protocol with XOR coding. That is, if the necessary condition is

not satisfied, then there exists at least one set of adversary disjoint

paths with a high probability; if the sufficient condition is met,

then there is a high probability that no adversary disjoint path

exists. Otherwise, a set of adversary disjoint paths may or may

not exist depending on how adversaries are deployed in the belt

region. In addition, no routing protocol guarantees secure message

delivery when adversaries locations are unknown, and thus, the

critical conditions are particularly important for understanding the

performance bound of the secure delivery rate of secure routing

protocols.

4.1 The Necessary Condition

The probability of a barrier being strong is denoted by Pr[∃Gi s.t.

‖Gi‖ ≥ ℓ]. The necessary condition can be obtained by deriving

the condition that limn→∞ Pr[∃Gi s.t. ‖Gi‖ ≥ ℓ] = 1 as

presented in Theorem 1.

Theorem 1 The necessary condition that a set of np adversaries

forms a strong barrier in a belt of dimension ℓ× 1/ℓ is given by

np ≥ ℓ

r
ln

(

ℓ

r

)

+ 1. (1)

Proof: As shown in Figure 4, the belt of dimension ℓ × 1/ℓ is

divided into a set of ℓ/r rectangles, denoted by R1, R2, ..., and

Rℓ/r. Each Rj has dimension r×1/ℓ. For the necessary condition

to be satisfied, at least one adversary must be inside of Rj for each

j (1 ≤ j ≤ ℓ/r). Otherwise, any pair of two adversaries in Rj−1

and Rj+1 are disconnected. As a result, the length of the barrier

L will be smaller than ℓ.
Let E(Rj) be the event that at least one adversary is located

in the j-th rectangle, Rj . Then, we have

Pr[∃Gi s.t. ‖Gi‖ ≥ ℓ] ≤ Pr[∀j, E(Rj)]. (2)

Here, 1 ≤ j ≤ ℓ/r. By using the fact (1 − a)b ≤ e−ab, the

probability that at least one adversary is inside of Rj for all j is

computed as follows.

Pr[∀j, E(Rj)] =

ℓ
r
⋂

j=1

Pr[E(Rj)] (3)

= (Pr[E(R1)])
ℓ
r (4)

=
[

1−
(

1− r

ℓ

)np] ℓ
r

(5)

≤
[

1− e−
rnp
ℓ

]
ℓ
r

(6)

≤ exp

[

−e− rnp
ℓ · ℓ

r

]

(7)

For the left-hand side of Equation 2 to be 1 with a high

probability, limn→∞
r
ℓ · e

rnp
ℓ = ∞ must hold. Therefore, the

necessary condition for a strong barrier is that the number of

adversaries np is equal to or greater than ℓ
r ln

(

ℓ
r

)

+ 1. This

concludes the proof.

4.2 The Sufficient Condition

Next, we will derive the sufficient condition that a set of np
adversaries forms a strong barrier with a high probability. Thus,

we may derive the sufficient condition as follows.
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Fig. 4. The sub-regions of a belt 1. Fig. 5. The sub-regions of a belt 2.

Theorem 2 The sufficient condition that a set of np adversaries

forms a strong barrier in a belt of dimension ℓ× 1/ℓ is given by

np ≥ 2ℓ
√

r2 − 1/ℓ2
ln

(

2ℓ
√

r2 − 1/ℓ2

)

+ 1. (8)

Proof: As shown in Figure 5, a belt of dimension ℓ × 1/ℓ is

divided into 2ℓ√
r2−1/ℓ2

rectangles of dimension

√
r2−1/ℓ2

2 × 1/ℓ,

and the j-th rectangle is denoted by R′
j . Let E(R′

j) be the event

that at least one adversary exists inside of rectangle R′
j . We define

Pr[∀j, E(R′
j)] as the probability that at least one adversary is

placed in each R′
j (1 ≤ j ≤ 2ℓ√

r2−1/ℓ2
). Assume that adversaries

Aj andAj+1 are located within R′
j and R′

j+1, respectively. Since

the distance between the left bottom point of R′
j and the right top

point R′
j+1 equals r, adversaries Aj and A′

j+1 are connected no

matter where they are located within R′
j and R′

j+1. Thus, we will

have

Pr[∀j, E(R′
j)] ≤ Pr[∃Gi s.t. ‖Gi‖ ≥ ℓ]. (9)

We seek to find the condition that satisfies Pr[∀j, E(R′
j)] = 1

for sufficiently large n. Similar to the argument in Theorem 1,

Pr[∀j, E(R′
j)] can be derived as follows.

Pr[∀j, E(R′
j)] ≤ exp

[

−e−
np

√
r2−1/ℓ2

2ℓ · 2ℓ
√

r2 − 1/ℓ2

]

(10)

For the left-hand side of Equation 9 to be 1 with a high

probability, limn→∞

√
r2−1/ℓ2

2ℓ · enp
√

r2−1/ℓ2

2ℓ = ∞ must hold.

Therefore, the necessary condition for a strong barrier is that

the number of adversaries np is equal to or greater than

2ℓ√
r2−1/ℓ2

ln

(

2ℓ√
r2−1/ℓ2

)

+ 1. This completes the proof.

4.3 Analysis

The correctness of the critical conditions can be validated by

simulations. Figure 6 illustrates the probability of a barrier being

strong with respect to the number of adversaries np, where

ℓ = 100 and r = 1. The adversaries are randomly deployed

within a belt of dimension ℓ× 1/ℓ by the uniform distribution. In

this setting, the necessary condition is np ≥ 461 and the sufficient

condition is np ≥ 1060. In fact, the probability of a barrier being

strong is 0 and 1 with a high probability, when the necessary

condition does not hold and when the sufficient condition holds,

respectively.

5 DESIGN CHALLENGES

The goal of this paper is to design a routing protocol that is able

to securely penetrate a spy barrier formed by adversaries within
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Fig. 6. The probability of a barrier being strong in a belt of dimension
100× 1/100 with r = 1.

a belt region. The design challenges that must be addressed are

listed as follows.

• Challenge 1: To the best of our knowledge, in the existing

avoidance routing [6]–[11], [13]–[15], either the physical

location or topology information of adversaries is assumed to

be known. That is, each node knows if there exist adversaries

in its proximity. This assumption is too strong to accommo-

date in a real world scenario, where adversaries clandestinely

listen to the wireless channel. Thus, the first challenge is how

to discover safe paths without knowledge of the adversaries’

locations.

• Challenge 2: In existing works, adversaries are assumed to

be randomly deployed within the entire target area. In our

scenario, adversaries are strategically deployed within a belt

region, and all the communication must go across the belt

region. This implies that there is no safe path between the

source and destination nodes with a high probability. As a

result, the existing single path-based avoidance protocols [6],

[7] do not work at all. Hence, more than one path must be

utilized in data forwarding.

• Challenge 3: The existing avoidance routing protocols are

primarily designed to avoid individual adversaries. Thus, the

paths discovered by the existing multi-path-based protocols

with XOR coding, e.g., MPAR [8], do not attempt to phys-

ically diverge, and thus discovered paths are susceptible to

the collusion attack. Therefore, the third challenge is how to

discover a set of paths physically distanced from each other.

To address the aforementioned challenges, we first design a

baseline protocol by modifying the existing MPAR [8] in Section 6

and then propose the barrier penetration routing (BPR) protocol in

Section 7.

6 THE BASELINE PROTOCOL

In this section, we propose the modified multi-path avoidance

routing (M-MPAR) protocol, which tries to discover a set of paths
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with no information about adversaries’ locations, based on the

existing MPAR [8]. The basic idea of M-MPAR is that a subset

of legitimate nodes in a network are randomly selected as virtual

adversaries, and the route discovery phase identifies a set of virtual

adversary disjoint paths. By doing this, a path is intentionally split

into multiple paths without knowing adversaries’ locations.

The protocol parameters of M-MPAR include the maximal

number of paths, the virtual adversary rate, and the length of the

connected component of adversaries, which are denoted as kmax,

q, and η, respectively. Each node, say vi, switches its status to a

virtual adversary with probability q, and η nodes are additionally

selected by broadcasting an announce message from vi. Thus, vi is

called the root. Announce message ANN is generated, including

the node ID of the root, a set of virtual adversary IDs, and TTL.

Each field is initialized by ANN.root = vi, ANN.SA = {vi},
and ANN.ttl = η − 1. Let vj be the node who receives ANN
from vi. If |ANN.SA ∩N(vj)| ≤ 1, i.e., node vj does not have

any virtual adversary in its neighborhood except vi, then vj plays

as a virtual adversary. When the announced message still has a

positive TTL (time to live), i.e., ANN.ttl ≥ 1, then vj generates

a new announce message, say ANN ′, with each field being

ANN ′.root = ANN.root, ANN ′.SA = {vj} ∪ ANN.SA,

and ANN ′.ttl = ANN.ttl − 1. The announce message ANN ′

is sent to vj’s neighbors. This process continues until the TTL

reaches zero.

M-MPAR tries to find a set of paths by avoiding virtual

adversaries. The route discovery and data forwarding phases of M-

MPAR are basically the same as the ones of the original MPAR.

The source node vs floods the network with a route request packet,

RREQ1. In the route reply phase, starting from the destination

node vd, the first path is set up. During the path construction, the

virtual adversaries’ IDs are included in the reply packet, RPLY1.

In addition, the intermediate nodes’ IDs are included to RPLY1

to make sure that at least two paths are initialized. Thus, M-

MPAR differs from the original MPAR in that the ID of the root of

connected virtual adversaries and the intermediate nodes’ IDs are

included in the first reply packet, instead of the real adversaries’

IDs. When vs receives RPLY1, it tries to find another path, which

shall be node disjoint. The second route request packet, RREQ2

contains the set of virtual adversaries’ IDs collected in the first

reply packet. Thus, the network is flooded with RREQ2 toward

the destination by avoiding the virtual adversaries in RREQ1

as well as the intermediate nodes in the first path. This process

continues until vs discovers a set of virtual adversary disjoint

paths or the number of discovery processes reaches kmax. The

pieces of information included in the request and reply packets

are basically the same as the original MPAR [8].

By doing this, the design challenges are addressed as follows.

Clearly, M-MPAR never uses the information about adversaries’

locations (Challenge 1). The introduction of virtual adversaries

forces M-MPAR to set up multiple paths away from each other

(Challenge 2). By selecting a set of nodes to form a connected

component of virtual adversaries of length η, the discovered paths

shall be physically apart from each other (Challenge 3).

7 BARRIER PENETRATION ROUTING

7.1 The Basic Idea

The proposed barrier penetration routing (BPR) protocol relies on

both the distance vectors and the flooding-based path discovery.

The BPR protocol consists of four phases, the beacon selection,

Fig. 7. The idea of BPR.

anchor nodes selection, route discovery, and message forwarding

phases as follows.

In the beacon selection phase, a small set of nodes in a network

are randomly selected as reference points, called beacon nodes.

Then, each beacon exchanges their distance vectors, and the other

nodes compute its distance to each beacon. Here, the distance

between two nodes is defined by the smallest number of hops. In

the anchor nodes selection phase, α (α ≥ 2) nodes among the

beacons are selected as anchor nodes. Note that the number of

paths discovered by BPR will be α. To this end, a source node

first identifies two beacons such that the distance between them is

at least δ hops away as shown in Figure 7. When α > 2, additional

anchor nodes are selected so that the distance between each pair

of two anchors is at least ⌊ δ
α−1⌋ hops away. Note that this beacon

setup phase is performed in a proactive fashion and will not be

executed for individual message transmissions.

The route discovery of BPR consists of the route request and

reply stages, which is performed in an on-demand fashion. The

source node floods the network with a route request packet to

discover a path to the anchor nodes, and then, a path from each

anchor node to the destination. The routing table at intermediate

nodes is set up in the route reply stage in the reverse order from the

destination. When the source node receives the reply packets from

the destination, message m is encoded into α messages, m1, m2,

..., and mα by XOR coding. Each mi (1 ≤ i ≤ α) is forwarded

via a different path toward the corresponding anchor node and

then toward the destination. The destination node assembles the

original m by collecting all the encoded pieces. By doing this,

colluding adversaries obtain no information about m unless they

eavesdrop on all pieces.

7.2 The Beacon Selection

Let vs be the source node who wishes to securely deliver message

m to node vd. The protocol parameters include the percentage

of beacon nodes β, the number of anchors α, and the minimum

distance between two anchors δ. While the values of α and δ can

be optimized with knowledge of the number of adversaries, we

assume that neither the number of adversaries nor their locations

are available. Thus, α and δ are considered as protocol parameters.

The initialization of beacon nodes as well as the distance vector

among nodes are completed by the beacon vector routing proposed

in [34]. The distance from vi to vj is denoted by di,j . In addition

to distance vectors, each node maintains its routing table.

7.3 The Anchor Nodes Selection

For given protocol parameters, vs initializes the anchor nodes

as follows. We introduce the distance range that orders pairs of

two integers in order to define a better pair of anchor nodes.

For example, in Figure 7, v1 and v2 are better anchor nodes

than v3 and v4, since the paths via v1 and v2 are physically



8

distanced with respect to the barrier. Let (vx, vy) and (vw, vz)
be two pairs of beacons, both of which satisfy dx,y ≥ δ and

dw,z ≥ δ. The inequality (|ds,x − dd,x|, |ds,y − dd,y|) ≤
(|ds,w−dd,w|, |ds,z−dd,z|) holds, i.e., (vx, vy) is a better beacon

pair than (vw, vz) with respect to (vs, vd), if and only if either

|ds,x − dd,x| ≤ |ds,w − dd,w| ∧ |ds,y − dd,y| ≤ |ds,z − dd,z| or

¬(|ds,x−dd,x| ≤ |ds,w−dd,w|∧|ds,y−dd,y| ≤ |ds,z−dd,z|)∧
(|ds,x−dd,x|+|ds,y−dd,y| ≤ |ds,w−dd,w|+|ds,z−dd,z|). Here,

¬ indicates the negation. The tie can be broken by the minimum

ID among vx, vy , vw, and vz .

All pairs of two beacon nodes with the distance greater than or

equal to δ are identified, and such a set is denoted by Vδ . Among

Vδ , the two beacons, say vi and vj , with the smallest distance

range, i.e., min∀vi,vj∈Vδ
(|ds,i − dd,i|, |ds,j − dd,j |) are selected

as the anchor nodes. Let v1 and v2 be the first two selected anchor

nodes. When α > 2, additional α−2 anchor nodes labeled by v3,

v4, ..., vα are selected as follows. For each i, a set of beacons V ′
δ

such that ds,i ≥ (i−2)×⌊ δ
α−1⌋ and dd,i ≥ δ− (i−2)×⌊ δ

α−1⌋
are identified. Then, the beacon with the minimum distance range,

min
∀vi,∈V ′

δ

(|ds,i − dd,i|, |ds,j − dd,j |), is added to the anchor list.

7.4 The Route Request Phase

After the beacon nodes which serve as anchors Lanch :=
{v1, v2, .., vα} are determined, the route discovery process is

started. A routing entry consists of five fields, the path ID rt.pid,

the source ID rt.src, the destination ID rt.dst, the predecessor

node ID rt.prev, and the descendant node ID rt.next. Each field

of the routing entry is set during the request and reply phases.

The request packet, denoted as RREQ, contains the mode,

the path ID, the source ID, the destination ID, and a list of

the anchor node IDs, which are denoted by RREQ.mode,

RREQ.pid, RREQ.src, RREQ. dst, and RREQ.Lbcn, re-

spectively. The mode can be either the toward-anchor mode ANCH

or toward-destination mode DST. At vs, each field is set to be

RREQ.mode← ANCH, RERQ.src← vs, RREQ.pid← 0,

RREQ.dst ← vd, and RREQ.Lanch ← {v1, v2, .., vα},
respectively. Then, vs floods the network with RREQ.

The route request phase starts with the toward-anchor mode.

Let vi be the node which receives RREQ from vj . If vi has

already seen RREQ before and RREQ.pid = 0, it discards

RREQ. First, vi checks if its ID is included in RREQ.Lanch,

and if not, vi is not an anchor node and broadcasts RREQ. At

this time, vi creates a new entry in its routing table and initializes

each field of the entry (i.e., rt.pid, rt.src, and rt.dst) based on

the corresponding field of RREQ. Note that rt.prev is set to be

the sender’s ID, i.e., vj , but rt.next is null at this moment. The

descendant ID is determined in the route reply phase. In addition,

rt.pid is equal to 0, since the path ID has not been determined

yet. In the case that vi is an anchor, i.e., vi ∈ RREQ.Lbcn, the

mode of the request packet switches to DST. Note that changing

the mode from ANCH to DST guarantees that no more than two

anchor nodes are used as the intermediate nodes on the same path.

The path ID is set to be the index of vi in RREQ.Lbcn. Thus,

1 ≤ RREQ.pid ≤ α. Then, the anchor node, vi, floods the entire

network with RREQ whose mode is DST. At this time, vi creates

a new entry rt in its routing table by setting each field based on

RREQ.

The toward-destination mode of the route request phase works

as follows. When vi receives RREQ from vj , vi checks if it

has already seen RREQ with the corresponding RREQ.pid. If

Algorithm 1 BPR(vs, vd, m, α, δ)

1: /* Initialization: the source node vs does the following. */

2: vs selects anchor nodes, Lanch := {v1, v2, ..., vα}, among

Vδ .

3: vs creates RREQ := (ANCH, 0, vs, vd, Lanch).
4: vs broadcast RREQ.

5: /* On receiving RREQ from vj , vi does following. */

6: if (vi has seen RREQ before) then

7: vi drops RREQ.

8: if (RREQ.mode = ANCH) then

9: vi creates rt := (0, RREQ.src,RREQ.dst, vj ,−1).
10: if (vi ∈ RREQ.Lbcn) then

11: k ← the index of vj in RREQ.Lbcn.

12: rt.pid← k
13: RREQ.pid← k, RREQ.mode← DST.

14: vi broadcasts RREQ.

15: else if (RREQ.mode = DST) then

16: vi creates rt := (RREQ.pid,RREQ.src,RREQ.dst,
vj ,−1),

17: if (vi = RREQ.vd) then

18: vk ← the RREQ.pid-th node in RREQ.Lbcn.

19: vd creates RPLY (ANCH, RREQ.pid,, RREQ.src,
RREQ.dst, vk).

20: vd sends RPLY to rt.prev.

21: else

22: vi broadcasts RREQ.

23: /* On receiving RPLY from vj , vi does following. */

24: if (vi has seen RPLY before) then

25: vi drops RPLY .

26: if (RPLY.mode = ANCH) then

27: if (there exits rt s.t. rt.pid = RPLY.pid, rt.src =
RPLY.src, and rt.dst = RPLY.dst) then

28: rt.next← vj .

29: if (vi = RPLY.anchor) then

30: RPLY.mode← SRC.

31: vi broadcasts RPLY .

32: else if (RPLY.mode = SRC) then

33: if (there exits rt s.t. rt.pid = 0, rt.src = RPLY.src,

and rt.dst = RPLY.dst) then

34: vi duplicates rt and let rt′ be the copy.

35: rt′.pid← RPLY.pid, rt.next← vj .

36: vi sends RPLY to rt′.prev.

37: if (vi = RPLY.src and has α routing entries) then

38: The path discovery succeeds.

not, RREQ is discarded. Note that the request packet is uniquely

identified by the three fields, pid, src, and dst. Hence, if two

request packets have different path IDs, then they are considered

to be different request packets. Otherwise, vi creates a new routing

entry. Each entry is initialized based on RREQ. If vi is not the

destination, then vi continues the request phase by broadcasting

RREQ. Since there will be α anchor nodes, the destination

eventually receives α request packets with the path ID being

1 ≤ pid ≤ α. Note that if the destination receives RREQ
with RREQ.pid = 0, the packet will be discarded as it has

not reached any of the anchor nodes. When RREQ reaches vd,

the route reply phase will start.

In the proposed BPR, the source node, as well as each anchor

node, floods the network with a request packet with different pid
being 0, 1, ..., or α. Thus, the number of request packets introduced

in BPR is bounded by O ((α+ 1)(n− np)).
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7.5 The Route Reply Phase

The reply packet, denoted as RPLY , contains the mode, the

path ID, the source ID, the destination ID, and the corresponding

anchor node ID (denoted by RREQ.anch). In the reply phase,

the mode of a reply packet can be either the toward-anchor mode

ANCH or the toward-source mode SRC. At destination node vd,

RPLY.mode is set to be ANCH. The other fields, RPLY.pid,

RPLY.src, RPLY.dst, RPLY.anch, are initialized based on

the corresponding request packet. Note that RPLY.anch is found

in the RREQ.pid-th node ID in RREQ.Lanch. The reply packet

is forwarded toward the corresponding anchor node and then

toward the source node along the predecessor node, whose ID is

stored at rt.prev. Let vi be the node who receives RPLY from

node vj . Let k be the path ID of RPLY . Node vi shall have a

routing entry with rt.pid = 0 or rt.pid = k. If rt.pid = k, then

vi is an intermediate node between anchor vk and destination vd.

The descendant node ID kept at rt.next in the vi’s routing table

is set to be the sender of RPLY , i.e., rt.next ← vj . Then, vi
forwards RPLY to the node with its ID being rt.prev.

If the vi’s ID equals RPLY.anch, i.e., vi is the corresponding

anchor node for RPLY , RPLY.mode is switched to the SRC

mode. The descendant node ID in the vi’s routing table is set to

be vj . Then, RPLY is forwarded toward the source node via

rt.prev. If vi receives RPLY with the mode being SRC, vi is

an intermediate node between the anchor and the source nodes. In

this case, vi should have the routing entry with rt.pid = 0, since

the path ID is initialized at one of the anchor nodes in the route

request phase. The corresponding routing entry is duplicated and

rt.pid is set to be RPLY.pid. In addition, the descendant node

ID rt.next is set to be vj . Then, vi forwards RPLY toward vs
via rt.prev. If vi is the source node, it updates the routing entry

in the same way as the intermediate nodes. This process continues

until the source node receives α reply packets.

7.6 The Data Forwarding Phase

At the end of the route request and reply phases, the source node

vs has α routing entries with each having different path IDs.

Message m is encoded into α pieces, m1, m2, ..., mα, where

∀i, |mi| = |m|. First, vs computes α − 1 random strings, m1,

m2, ..., and mα−1, by Genu(.). Then, the last piece is obtained

by mα ← m⊕m1 ⊕m2 ⊕ ...⊕mα−1. Each encoded message,

mi, is sent toward vd based on the routing table with rt.pid = i.
When vd receives all the pieces, vd assembles them and obtains

the original m.

7.7 Complexity

The time complexity of BPR with respect to the number of

legitimate nodes, n − np, is quantified as follows. Let b be the

number of beacon nodes, which is computed by b = β(n − np).
Then, the set up overhead will be O (b(n− np)). The route

discovery consists of anchor selection, request, and reply phases,

each of which takes O(1), O ((α+ 1)(n− np)), and O(αh),
where h is the network diameter. Thus, the time complexity of the

route discovery is bounded by O ((α+ 1)(n− np)).
Let Ñ be the network density, i.e., the average number of

neighbors, Ñ = 1
n−np

∑

∀vi
N(vi). Since each node maintains

the information about the beacon nodes and its neighbors, the per-

node state complexity is O(Ñ + b).
The message complexity can be derived as follows. The bea-

con selection phase introduces O(bn) control messages. The route

discovery phase incurs O(n2) message overhead, in which request

packets are flooded in the entire network, i.e., O(n2) message

complexity, and the reply packets are introduced for each path, i.e.,

O(kn) = O(n) message complexity. The message complexity

of the data forwarding phase is O(kn) = O(n). Therefore, the

message complexity of the proposed BPR will be O(n2).

Remark (Cost vs. security trade-off): One may be concerned

about the trade-off between the cost (the number of adversary

disjoint paths) and the secure delivery rate. As illuminated by

the existing works [8], [9] as well as the simulation results in

Section 8.2, having two paths is enough for secure delivery in

most cases and introducing more than three paths does not increase

secure delivery rate much.

8 PERFORMANCE EVALUATION

The BPR and M-MPAR protocols are implemented for perfor-

mance evaluation. Since there is no avoidance routing protocol

without location information of adversaries, we compared the

proposed schemes with the original MPAR [9].

8.1 Simulation Configuration

Unless specified, a sensor network consisting of 1000 nodes is

generated with the number of adversaries ranging from 5 to

40. Thus, n = 1000, p ∈ [0.5%, 4%], and np ∈ [5, 40].
When specified, the number of nodes ranges from 250 to 2000

with the number of adversaries being 10. The legitimate nodes

are randomly placed within a 1000 by 1000 square region, and

the adversaries are randomly deployed within an open belt of

dimension 10 by 1000. Note that in Section 4, we define the

dimension of a belt as of form ℓ × 1/ℓ for asymptotic analysis.

In our simulations, the width of a belt is set to be a much larger

value than 1/ℓ. In addition, the mobility of adversaries is not

considered, which is a typical case of wireless sensor networks.

The communication range r is set to be 100 so that the network

scale is sufficiently large. A pair of source and destination nodes

are randomly located at the left and right edges of the target region,

and the belt orthogonally crosses the target area so that all the

packets between source and destination pair must travel the belt.

The protocol-dependent parameters are set to be as follows.

Among the legitimate nodes, 5% to 10% of the nodes are selected

as beacons. The number of anchor nodes α for BPR is set to be

either 2, 3, 4, or 5. The minimum distance between/among anchors

δ ranges from 5 to 12. For M-MPAR, the number of virtual

adversaries is set to be five, and the length of connected virtual

adversaries η ranges from 5 to 12. Unless specified otherwise,

these parameters are set to be β = 0.05, α = 2, δ = 10, and

η = 10, respectively. For both the original MPAR and M-MPAR

protocols, the value of kmax is set to be five, i.e., their route

discovery phase tries to find up to five adversary disjoint paths.

To evaluate the performance of protocols, four metrics are

considered as follows: First, the delivery rate is defined as the

ratio of data packets securely delivered to a destination, in the

sense that the privacy of data under collusion attacks (Attack 2)

is preserved as defined in Definition 5, and the total number of

data packets transmitted from a source node. Second, hop stretch

is defined by the ratio between the number of hops of the longest

path among discovered paths and the shortest hop count. Denoting

the shortest path between vs and vd by SPs,d, the hop stretch is

obtained by

max
∀P

(i)
s,d

∈Ss,d
|P (i)

s,d|

|SPs,d| . Third, the control overhead of
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a protocol is defined by the number of route request and reply

packets to discover a set of paths. Fourth, the amount of traffic

incurred by a routing protocol is quantified by the number of data

packet forwardings, which can be computed by the summation of

the hop counts of a set of k paths, i.e.,
∑k

i |P
(i)
s,d|.

8.2 Simulation Results

Figure 8 shows the delivery rate of different protocols with respect

to the number of adversaries. The upper bound indicates the

theoretically achievable performance bound. In other words, if

there exists at least one set of adversary disjoint paths, a multi-

path-based protocol with XOR coding possibly penetrates the

barrier. Note that there may not exist a set of adversary disjoint

paths, even when the necessary condition does not hold. This is

because the necessary condition holds for n → ∞, but there is

a bounded number of nodes, n = 1000, in our simulations. For

instance, in our simulation, the necessary condition is np ≥ 23,

but the delivery rate of the upper bound is slightly smaller than

1.0 when np = 20. As can be seen in the figure, the performance

bound gradually decreases as the number of adversaries increases.

BPR and M-MPAR do not rely on the assumption of known adver-

saries’ locations, while MPAR is executed using the information

of adversaries’ locations. Nevertheless, BPR presents the highest

delivery rate. To be specific, the delivery rate of BPR is higher than

that of MPAR by at least 30%, when the number of adversaries

is greater than or equal to 15. Since MPAR will discover a set

of adversary disjoint paths under the independent adversary attack

model, a set of discovered paths is likely to be susceptible to

a collusion attack. M-MPAR, unfortunately, results in the lowest

delivery rate when the number of adversaries is smaller than or

equal to 20. However, we would like to claim that the M-MPAR

protocol works with a much weaker assumption than the original

MPAR protocol does in the sense that the adversaries’ locations

are assumed to be unknown.

Figure 9 illustrates the hop stretch of different protocols with

respect to the number of adversaries. M-MPAR incurs slightly

higher hop stretch than MPAR does, but the difference is not sig-

nificant. On the other hand, BPR requires much higher hop stretch

for any number of adversaries. The primary reason is that the

anchor nodes must be physically apart from each other to securely

penetrate the barrier. As a result, the paths which BPR discovers

are likely to be longer than the shortest path. Considering the

higher delivery rate of BPR, the additional number of hops is not

a primary issue for secure data communications.

Figure 10 presents the number of control packets of dif-

ferent protocols with respect to the number of adversaries.

The control overheads of each packet for BPR, M-MPAR, and

MPAR are roughly O ((α+ 1)(n− np)), O (k(n− np)), and

O (k(n− np)), respectively. Thus, most of the cases of MPAR

perform network-wide flooding two times. On the other hand,

BPR performs exactly three network-wide floodings when two

anchors are used. This is the primary reason why BPR introduces

more control overhead than MPAR does. However, the number of

anchors α is given as a protocol parameter, and thus, BPR always

floods the network (α+ 1) times. On the other hand, the number

of paths k that M-MPAR and MPAR discover can be up to kmax,

which is set to be five in our simulations. Therefore, in the worst

case scenario, M-MPAR and MPAR incur more control overhead

than BPR.

Figure 11 depicts the number of data forwarding of different

protocols with respect to the number of adversaries. As can be

seen in the figure, BPR and M-MPAR introduce a larger number

of data forwarding than the original MPAR does. As a rule of

thumb, a safer set of paths tends to be longer, which results in a

greater number of data forwarding. Thus, BPR achieves a higher

delivery rate by introducing a larger amount of overhead.

Figure 12 illuminates the delivery rate of different protocols

with respect to the number of nodes. The delivery rate of all
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Fig. 15. The number of data forwarding vs. the number of nodes.

the protocols increases as the number of nodes increases. This

is because more legitimate nodes in a network leads to more relay

nodes that can avoid adversaries. When the number of nodes

equals 250, the proposed BPR results in a small delivery rate

and even the upperbound is less than 0.9. This indicates a set of

adversaries disconnect source and destination nodes. However, the

delivery rates of BPR are more than 0.9 for n ≥ 500 and higher

than those of M-MPAR and MPAR. Hence, BPR works well in

dense networks.

Figure 13 shows the hop stretch of different protocols with

respect to the number of nodes. Note that only the successful

routing processes are considered when computing the hop stretch.

For n = 250, routing succeeds when a source node and a

destination node are close to each other, i.e., a discovered path

tends to be short. On the contrary, a longer safe path and/or a set

of longer safe paths can be found when n ≥ 500. As a result, the

hop stretch of BPR increases when the number of nodes increases

from 250 to 500 and then converges when the number of nodes

becomes sufficiently large. While our BPR incurs the largest hop

stretch, considering the achievable secure delivery rate presented

in Figure 12, the introduction of additional number of hops is

worth it.

Figure 14 illustrates the number of control packets of different

protocols with respect to the number of nodes. The number of

control packets of all the protocols linearly increases as the num-

ber of nodes increases. This is because a network is flooded with

request packets in their route discovery phase. BPR and M-MPAR

incur a similar amount of control overhead. On the contrary,

MPAR introduces lower control overhead, since an additional k-

path discovery process kicks in only when a single safe path is not

found. However, we claim that MPAR relies on the assumption of

known adversary locations, while BPR and M-MPAR do not.

Figure 15 presents the amount of data forwarding with respect

to the number of nodes. In general, there will be more safe paths

and/or a set of safe paths in a network when there exist a large

number nodes. As a result, the amount of data forwarding of all

the nodes slightly decreases when the number of nodes increases.

Our BPR incurs more data forwarding than MPAR does, but the

difference is not significant. In addition, M-MPAR incurs more

data forwarding than BPR when the number of nodes is fewer

than or equal to 1000. This is because, in MPAR, some nodes must

play as virtual adversaries, and thus fewer nodes can be used for

data forwarding. As a result, a discovered path tends to be detour

routes. From Figures 12 to 15, we conclude that the proposed BPR

can accommodate sufficiently large networks.

Figure 16 gives the delivery rate of the BPR protocol with

respect to the beacon rate. In general, the more beacon nodes

that exist in a network, the better opportunities to find a better

set of anchors, but at the same time, a larger set up cost will

be introduced for computing distance vectors. From the figure,

the delivery rate remains stable for any number of adversaries,

even when the beacon rate increases. This implies that selecting 5

percent of nodes as beacons is sufficient for constructing distance

vectors.

Figure 17 shows the minimum distance between two anchor

nodes of the BPR protocol with respect to the number of adver-

saries. Essentially, having the longer distance between two anchors

accommodates the longer length of a spy barrier. Therefore,

increasing the minimum distance between two anchors leads to

a higher delivery probability. On the other hand, if the distance

is too long, the route discovery phase may fail to find anchors

due to the limited dimension of a simulation area. The figure

clearly shows this intuition. The delivery rate gradually increases

when the minimum distance increases from 5 to 10 hops. Then,

the delivery rate becomes stable, when the minimum distance is

greater than or equal to 10 hops. We conclude that the minimum

distance between two anchors being 10 is sufficient.

Figure 18 illustrates the delivery rate of the BPR protocol
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with respect to the number of anchors. The figure indicates that

the delivery rate gradually increases, as the number of anchors

increases. A set of colluding adversaries must collect all the

pieces from all the paths between the source and destination

nodes, and thus, the probability that all encoded data packets are

compromised decreases by using a greater number of anchors.

However, significant improvement is not observed, even when five

anchors (i.e., five paths) are used. On the other hand, the asymp-

totic analysis of control overhead of BPR, O ((α+ 1)(n− np)),
implies that the number of control packets introduced in the route

discovery phase increases when the number of anchors increases.

Thus, considering the additional cost for increasing the number of

anchors, the use of two anchors is reasonable for penetrating the

barrier.

Figure 19 presents the length of connected virtual adversaries

of the M-MPAR protocol with respect to the number of adver-

saries. Each component of virtual adversaries behaves as a barrier,

and M-MPAR tries to make multiple paths as far away from

each other as possible. The intuition is that the longer the length

of connected virtual adversaries, the higher the delivery rate is.

However, if the length is too long, the route discovery phase of

M-MPAR may fail to find adversary disjoint paths. This intuition

is clearly observed in the figure, where the delivery rate increases

when the length of connected virtual adversaries increases from 3

to 6. Then, the delivery rate slightly decreases when the length of

connected virtual adversaries increases from 10 to 12.

9 CONCLUSION

In this paper, we first introduce a new secure routing problem

in WSNs, namely barrier penetration routing, against strategically

deployed wireless sensors with eavesdropping capability. Then,

the necessary and sufficient conditions of a strong barrier of ad-

versaries are derived. These conditions can be used to understand

whether or not multi-path avoidance routing with XOR coding

succeeds with a high probability. Our routing protocol design

differs from the existing avoidance routing problem in the sense

that the adversaries’ locations are assumed to be unknown, that

adversaries are strategically deployed along a belt region, and that

a set of paths should be distanced to avoid a possible collusion

attack. For secure communication in such a critical scenario,

we propose the barrier penetration routing (BPR) protocol that

uses beacon vectors as well as flooding for path discovery. The

simulation results demonstrate that BPR achieves its design goals.
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