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Abstract—With the rapid development of Internet-of-Things (IoT) and the explosive advance of deep learning, there is an urgent need

to enable deep learning inference on IoT devices in Mobile Edge Computing (MEC). To address the computation limitation of IoT

devices in processing complex Deep Neural Networks (DNNs), computation offloading is proposed as a promising approach. Recently,

partial computation offloading is developed to dynamically adjust task assignment strategy in different channel conditions for better

performance. In this paper, we take advantage of intrinsic DNN computation characteristics and propose a novel Fused-Layer-based

(FL-based) DNN model parallelism method to accelerate inference. The key idea is that a DNN layer can be converted to several

smaller layers in order to increase partial computation offloading flexibility, and thus further create the better computation offloading

solution. However, there is a trade-off between computation offloading flexibility as well as model parallelism overhead. Then, we

investigate the optimal DNN model parallelism and the corresponding scheduling and offloading strategies in partial computation

offloading. In particular, we propose a Particle Swarm Optimization with Minimizing Waiting (PSOMW) method, which explores and

updates the FL strategy, path scheduling strategy, and path offloading strategy to reduce time complexity and avoid invalid solutions.

Finally, we validate the effectiveness of the proposed method in commonly used DNNs. The results show that the proposed method can

reduce the DNN inference time by an average of 12.75 times compared to the legacy No FL (NFL) algorithm, and is very close to the

optimal solution achieved by the Brute Force (BF) algorithm with the difference of less than 0.04%.

Index Terms—Mobile edge computing, fused-layer, DNN inference, partial offloading, model parallelism

Ç

1 INTRODUCTION

WITH the popularity of mobile devices and the advance
of wireless access technique, the booming mobile

applications have led to the explosive growth of data traffic
[1]. According to the International Data Corporation’s
report [2], the global data center traffic will reach 163 zetta-
bytes by 2025, and more than 75% of the data will be proc-
essed at the edge of the network. Deep learning has shown
success in addressing complex tasks [3], [4], including com-
puter vision [5], natural language processing [6], [7],
machine translation [8] and many other tasks. One of the
obstacles in using deep learning in the Internet-of-Things

(IoT) systems is that IoT devices cannot provide real-time
and high-precision results simultaneously due to their com-
putation resource limitation [9], [10]. However, many IoT
systems, such as traffic monitoring, need not only high proc-
essing speed, but also high precision.

To address the aforementioned challenges, Mobile Edge
Computing (MEC) has been proposed recently[11], [12], [13].
MEC pushes computation [14], [15], caching [16], [17], [18],
[19], and networking functions towards the network edges
to perform task processing and provide services, avoiding
unnecessary transmission delay [20]. However, MEC intro-
duces additional transmission overhead and delay caused
by the communication between the Edge Server (ES) and
end devices, which may not be ignored due to large amount
of data (e.g., video) and slow transmission speed [21]. For
example, when the WiFi transmission rate is 10 MB/s, it
takes about 0.6 seconds to transmit a 6MB picture.

To reduce the inference time of Deep Neural Networks
(DNNs) , recent studies have explored partial computation
offloading, in which part of the task is computed on IoT end
device, and the rest is offloaded to the ES [22]. In partial
computation offloading, a DNN model is decomposed into
layer-level subtasks and is simultaneously processed in the
IoT end device and the ES based on the corresponding proc-
essing dependencies. There are three stages in the DNN
partial computation offloading. In the first stage, the end
device partially processes a DNN model into an intermedi-
ate feature layer. In the second stage, the intermediate result
obtained from the computation of the end device is trans-
ferred to the ES. In the third stage, the ES continues to pro-
cess the DNN model and obtains the final inference results.

� Huan Zhou and Mingze Li are with the Hubei Key Laboratory of Intelligent
Vision BasedMonitoring for Hydroelectric Engineering, the College of Com-
puter and Information Technology, China Three Gorges University, Yichang,
Hubei 443002, China. E-mail: zhouhuan117@gmail.com, limingze927@163.
com.

� Ning Wang is with the Department of Computer Science, Rowan Univer-
sity, Glassboro, NJ 08028 USA. E-mail: wangn@rowan.edu.

� Geyong Min is with the Department of Computer Science, University of
Exeter, EX4 4PY Exeter, U.K. E-mail: G.Min@exeter.ac.uk.

� Jie Wu is with the Center for Networked Computing, Temple University,
Philadelphia, PA 19122 USA. E-mail: jiewu@temple.edu.

Manuscript received 3 January 2022; revised 20 September 2022; accepted 30
October 2022. Date of publication 16 November 2022; date of current version
19 December 2022.
This work was supported in part by the National Natural Science Foundation
of China (NSFC) under Grants 62172255 and 61872221, and in part by EU
Horizon 2020 Research and Innovation Programme under the Marie Sklodow-
ska-Curie under Grant 101008297.
(Corresponding authors: Huan Zhou and Ning Wang.)
Recommended for acceptance by S. Pallickara.
Digital Object Identifier no. 10.1109/TPDS.2022.3222509

IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 34, NO. 2, FEBRUARY 2023 475

1045-9219 © 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See ht _tps://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Temple University. Downloaded on February 27,2023 at 19:08:26 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0003-4007-7224
https://orcid.org/0000-0003-4007-7224
https://orcid.org/0000-0003-4007-7224
https://orcid.org/0000-0003-4007-7224
https://orcid.org/0000-0003-4007-7224
https://orcid.org/0000-0001-7721-0768
https://orcid.org/0000-0001-7721-0768
https://orcid.org/0000-0001-7721-0768
https://orcid.org/0000-0001-7721-0768
https://orcid.org/0000-0001-7721-0768
https://orcid.org/0000-0002-9467-9215
https://orcid.org/0000-0002-9467-9215
https://orcid.org/0000-0002-9467-9215
https://orcid.org/0000-0002-9467-9215
https://orcid.org/0000-0002-9467-9215
https://orcid.org/0000-0003-1395-7314
https://orcid.org/0000-0003-1395-7314
https://orcid.org/0000-0003-1395-7314
https://orcid.org/0000-0003-1395-7314
https://orcid.org/0000-0003-1395-7314
https://orcid.org/0000-0002-3472-1717
https://orcid.org/0000-0002-3472-1717
https://orcid.org/0000-0002-3472-1717
https://orcid.org/0000-0002-3472-1717
https://orcid.org/0000-0002-3472-1717
mailto:zhouhuan117@gmail.com
mailto:limingze927@163.com
mailto:limingze927@163.com
mailto:wangn@rowan.edu
mailto:G.Min@exeter.ac.uk
mailto:jiewu@temple.edu


The rationale of offloading the intermediate feature layer’s
data instead of the raw data is that the intermediate DNN
layers have much smaller data sizes and thus lower trans-
mission time [23], [24]. Furthermore, it also enables DNN
parallel processing [22], [25]. Therefore, partial computation
offloading can significantly reduce the DNN inference time.

Some studies on partial computation offloading have been
proposed to offload the entire intermediate DNN layer to ES
[23], [24]. However, current DNNs are not optimized for par-
allel processing and do not support dividing the intermediate
DNN layer into multiple layers in the MEC environment.
Therefore, the advantage of partial computation offloading is
not maximized. In this paper, we first leverage the Fused-
Layer (FL) technique to convert a single sequence of DNN
layers into multiple sequences, called paths, where each FL
path consists of a sequence of small layers without modifying
the inference results [26]. As a consequence, we create more
flexibility in partial computation offloading by scheduling
small layers. However, the FL technique also brings grand
challenges including: (1) Determining the optimal FL strategy
is difficult due to the trade-off between parallelism computa-
tion offloading flexibility andmodel parallelism overhead; (2)
The FL technique leads to a more complicated DNN architec-
ture, which is abstracted as a Directed Acyclic Graph (DAG),
and thus it is non-trivial to determine the optimal path off-
loading strategy and path scheduling strategy.

To tackle the aforementioned challenges, we propose an
innovative Particle Swarm Optimization with Minimizing
Waiting (PSOMW) method, which jointly considers the
impact of FL strategy, path scheduling strategy and path
offloading strategy. Specifically, a new Minimizing Waiting
(MW) algorithm is developed to heuristically determine the
path scheduling order and the number of FL paths. Then,
PSOMW is designed by combining the Particle Swarm Opti-
mization (PSO) algorithm with MW algorithm to dynami-
cally update the FL path length, intercepted fused layer’s
size and path offloading strategy in order to explore the
optimal solution and avoid converging at a local minimum.

The major contributions of this paper are summarized as
follows:

� To the best of our knowledge, this work is the first of
its kind to accelerate partial DNN inference via
model parallelism. Parallel computation of DNN by
exploiting the FL technique can reduce DNN infer-
ence time without accuracy loss.

� We use the MW algorithm to obtain the path sched-
uling strategy and the number of FL paths. This heu-
ristic algorithm can obtain solutions with low time
complexity.

� We propose a novel heuristic method, namely
PSOMW, to obtain the approximate optimal FL path
length, intercepted fused layer’s size and path off-
loading strategy. PSOMW prevents solutions from
falling into local optimum.

� We conduct comprehensive simulation experiments
to validate the effectiveness of the proposed method
in commonly used DNNs. The results show that the
DNN inference time achieved by the proposed
method is 12.75 times lower than the existing algo-
rithms without model parallelism.

The rest of this paper is structured as follows. Section 2
describes the work related to computation offloading in
MEC. Section 3 introduces the system model, including the
problem formulation, and Section 4 presents the proposed
method. The simulation results are analysed in Section 5.
Finally, Section 6 summarizes this paper.

2 RELATED WORKS

In this section, we briefly summarize three DNN computa-
tion offloading strategies in IoTs, including (1) end device
only computation, (2) full computation offloading, and (3)
partial computation offloading.

End Device Only Computation: Kang et al. [27] proposed
an adaptive spatiotemporal workload reuse method to
maintain the high offloading rate of multiple DNNs in a sin-
gle adversarial network model. Putic et al. [28] proposed
DyHard-DNNs to significantly reduce energy consumption
and computation time, in which the accelerator microarchi-
tectural parameters are dynamically reconfigured during
the execution of DNN. Guo et al. [29] proposed a simulta-
neous multimodal architecture (SMA), which provides gen-
eral-purpose programmability on DNN accelerator to
accelerate end-to-end applications. Microsoft and Google
developed small-scale DNNs for speech recognition on
mobile platforms by sacrificing the high prediction [30].
However, with a reduced number of parameters, the infer-
ence accuracy decreases as well.

Full Computation Offloading:Rawdata is offloaded to the ES
directly in this category. Han et al. [31] proposed alternative
DNN models to balance the accuracy and performance/
energy. Filter pruning has been recognized as a useful tech-
nique to compress and accelerate the DNNs. Fang et al. [32]
introduced an alternating direction method of multipliers to
prune filters in a layerwise manner, and then accelerate the
DNNs on the ES. Ren et al. [33] proposed a federated learn-
ing-based method, which offloads training parameters of end
devices to the ES. In [34] and [35], the authors proposed adap-
tive methods which can adjust the accuracy requirement
based on the wireless link condition. However, they focused
on minimizing the traffic rather than the delay, and their
methods are very sensitive to the network environment [36].

Partial Computation Offloading: Kang et al. [37] first con-
sidered the large transmission delay during the offloading
and thus proposed to use end devices to conduct partial
computing. They designed the optimal line-structure DNN
partition strategy with the goal of minimizing the transmis-
sion delay. Li et al. [38] reduced computation delay via early
exiting inference at an appropriate intermediate DNN layer
on the basis of adaptive partitioning of DNN neural net-
works. Hu et al. [39] abstracted a DNN as a DAG, and trans-
formed the minimum delay problem into a min-cut
optimization problem. They then proposed a max-flow
approach. Although the DNN is divided and the middle
feature layer is selected to offloading to the ES, the transmis-
sion time of the middle feature layer is still large. To solve
the problem of feature compression transmission, various
BottleNeck structures have been introduced into DNN
models. BottleNet [40] uses the Encoder-Decoder structure
for feature coding and compression. It can solve the prob-
lem of low compression rate of DNN feature transmission
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without bottleneck structure to a certain extent, but it will
make the offloading point relatively fixed. As a result, the off-
loading strategy hasweak adaptability to different deployment
platforms and dynamic network environment. Duan et al. [25],
[41] considered the impact of scheduling order on DNN infer-
ence time after DNN partitioning. Fu et al. [42] jointly consid-
ered network conditions and computation capabilities of the
end device and the ES to reduce the DNN inference time by
partitioning the DNN and computing it on the end device in
poor network conditions. Zeng et al. [43] proposed CoEdge,
which divides each neural network layer and assigns it to mul-
tiple ES for computation with intermediate results sharing.
Wang et al. [22] proposed a DNN layer-wise processing sched-
ule model to solve pipeline-based DAG schedule problem,
which offloads the entiremiddle feature layer to the ES.

Different from the existing work, we propose a partial
computation offloading model for accelerating DNN infer-
ence without accuracy loss, and we further consider model
parallelism with more fine-grained. Specifically, FL tech-
nique is used to implement multi-core GPU parallel com-
puting locally, and we use FL technique to achieve models
parallelism in MEC. In our model, DNN is divided into

independent sequence of layers for offloading, rather than
directly offloading an intermediate layer. Each independent
sequence of layers can be offloaded to the ES after partial
computing on the end device. The end device and ES can
make full use of their computing resources and reduce
DNN inference time by model parallelism, which is very
important for applications with low latency requirements.

3 SYSTEM MODEL

In this section, we first introduce the FL technique for DNN
processing, which can enable DNN parallel processing.
Then, we further discuss the partial computation offloading
model used in this paper, and present the problem formula-
tion. The symbols used in this paper are shown in Table 1.

3.1 Fused-Layer Technique

The FL technique has been originally proposed to accelerate
DNN inference locally without accuracy loss. Specifically,
FL technique divides DNN into separate sequence of layers,
and accelerates DNN inference locally by parallel comput-
ing with multi-core GPUs [26]. Its key idea is to take advan-
tage of processing locality for DNN operations such as
convolution and pooling. For these operations, each output
value only depends on the value in the corresponding area
of the previous layer. With this observation, the FL tech-
nique computes the output feature layer by splitting the
input feature layers into independent small layers and fur-
ther fuses their corresponding results back to get the origi-
nal output. Different from [24], this paper applies the FL
technique to the MEC environment, in which the end device
with limited computation resources offloads its computa-
tion layers to ES. It is worth noting that this paper mainly
focuses on convolutional neural networks in which we can
apply the FL technique.

We first show how a simple DNN is computed tradition-
ally in Fig. 1. Without loss of generality, we use a three-layer
DNN and the convolution kernel is shown in the lower-
right corner of the figure. We establish a 2D cartesian coor-
dinate system with the upper-left corner as the origin point.
The sizes of input feature layer, middle feature layer, and
output feature layer are 6� 6, 4� 4 and 2� 2, respectively,
by applying a 3� 3 convolution kernel with a step size of 1.

Fig. 1. A simple DNN computation without the FL technique.

TABLE 1
Symbol Table

Name Definition

r The kernel size.
g The step size.
P The set of FL paths in the DAG.
P The number of FL paths.
V The total number of computation layers.
cv The output data size of layer v.
dv The amount of computation for layer v.
ev0v The computation dependency from layer v0 to v.
hv The layer v is assigned to the end device or ES.
tendv The computation time of layer v on the end device.
ttrv The transmission time of layer v from the end device

to ES.
tesv The computation time of layer v on the ES.
S The path scheduling strategy.
O The path offloading strategy.
t The FL path length.
U The intercepted fused layer’s.
TpðvÞ The task completion time of layer v.
Q The path offloading strategy variation.
p The FL path length variation.
W The intercepted fused layer’s size vector variation.
Obest

k The best path offloading strategy of solution k.
tbestk The best FL path length of solution k.
Ubest

k The best intercepted fused layer’s size vector of
solution k.

Tbest
k The minimum DNN inference time of solution k.

Obest The best path offloading strategy.
tbest The best FL path length.
Ubest The best intercepted fused layer’s size vector.
Tbest The minimum DNN inference time.
Tbest

MW The minimum DNN inference time by MW algorithm.
l The number of neural layers without the FL

technique.
E The set of dependencies.
K The number of solutions.
I The iterations of PSOMW.
St The size of fused layer with FL path length t.
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DNN is computed by multiplying and adding the character-
istic layer and the convolution kernel. For example, as
shown in Fig. 1, the value of the middle feature layer at
coordinate (1,1) is obtained by calculating the convolution
result of the rectangular area surrounded by vertex
fð1; 1Þ; ð1; 3Þ; ð3; 1Þ; ð3; 3Þg in the input feature layer and con-
volution kernel (i.e., 4 ¼ 2� 0þ 0� 0þ 1� 0þ 1� 1þ 2
�0þ 1� 1þ 2� 0þ 2� 1þ 1� 0).

Fig. 2 shows how the same DNN inference result is com-
puted by applying the FL technique. In Fig. 2a, we show the
processing dependency of four rectangular areas denoted by
four colors in three layers, respectively. These four areas can be
processed independently in the input and middle feature
layers, and then fused on the output feature layer, which is also
defined as the fused layer. In the input feature layer, the blue
rectangular area whose four vertices are the coordinates of
fð1; 1Þ; ð1; 5Þ; ð5; 1Þ; ð5; 5Þg is computed to get the correspond-
ing blue rectangular area in the middle feature layer with four
vertices having the coordinates of fð1; 1Þ; ð1; 3Þ; ð3; 1Þ; ð3; 3Þg
by using the convolution kernel. Similarly, the blue rectangular
area in themiddle feature layer is computed by using the same
kernel to get the blue rectangular area in the fused layer with
one vertex having coordinates of (1,1).

In general, for a value at the coordinate of ðx; yÞ in any
layer, the four vertex coordinates of the corresponding rect-
angular area in the previous layer are:

ððx� 1Þ � gþ 1; ðy� 1Þ � gþ 1Þ;
ðx� 1Þ � gþ 1; ðy� 1Þ � gþ rÞ;
ððx� 1Þ � gþ r; ðy� 1Þ � gþ 1Þ;
ðx� 1Þ � gþ r; ðy� 1Þ � gþ rÞ;

8>>><
>>>:

(1)

where r and g denote the kernel size and step size,
respectively.

Fig. 2b shows the DNN conversion result by using the FL
technique. It generates a sequence of small layers, which
can be processed independently. To clarify the description
in this paper, we further define the FL path as follows.

Definition 1. The independent sequence of layers divided by the FL
technique are abstracted as the FL paths P ¼ f1; 2; :::; p; :::; Pg in
a DAG, whereP represents the number of paths.

We define the FL path length as t, and the size of the
fused layer with the FL path length t as St ¼ fSL

t ; S
W
t g, in

which SL
t is the length and SW

t is the width of the fused
layer. The total layers without applying the FL technique is
l, so the upper bound of the FL path length t cannot exceed
l, i.e.,

0 � t � l: (2)

The set of the intercepted fused layer’s size vector as U ¼
fu1; u2; :::; up; :::; uPg, where up ¼ fuL

p ; u
W
p g is the intercepted

fused layer’s size vector of FL path p, in which uL
p is the

length and uWp is the width of intercepted fused layer. The
intercepted fused layer’s size cannot exceed SL

t and SW
t , i.e.,

XP
p¼1

uL
p ¼ SL

t ;
XP
p¼1

uW
p ¼ SW

t : (3)

In Fig. 2b, after applying the FL technique, the DNN has
4 paths and the FL path length is 2, S2 ¼ f2; 2g, and the
homogeneously intercepted fused layer’s size vector u1 ¼
u2 ¼ u3 ¼ u4 ¼ f1; 1g. It is worth noticing that DNN can
also be divided into paths with heterogeneously intercepted
fused layer’s size. For example, if DNN is divided into 3 FL
paths with heterogeneously intercepted fused layer’s size,
the intercepted fused layer’s size vector can be u1 ¼
f1; 2g; u2 ¼ u3 ¼ f1; 1g. It is worth noting that the FL tech-
nique will lead to additional computation redundancy. For
example, in the input feature layer, the rectangular area
with vertices at the coordinates of fð2; 1Þ; ð2; 5Þ; ð5; 2Þ; ð5; 5Þg
is the area where the blue rectangular area and the green
rectangular area are computed repeatedly. Therefore, it is
non-trivial to find the optimal FL strategy, i.e., the FL path
length, the number of FL paths, and the size of intercepted
fused layers.

3.2 DNN Partial Computation Offloading Model

In this paper, we propose to apply partial computation off-
loading paradigm to accelerate DNN inference. An end
device and an ES will work collaboratively to finish DNN
inference task. The FL technique mentioned in Section 3.1 is
applied to create partial computation opportunities between
the end device and the ES, and converts a line-structure
DNN to a more complicated DAG DNN. In general, we
define the computation dependency relationship of layers

Fig. 2. A simple DNN computation with the FL technique and homogeneously intercepted fused layer’s size.
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in a DNN as a DAG, and use V ¼ f1; 2; :::; v; :::; V g to denote
the set of layers, where v represents a certain computation
layer, and V is the total number of computation layers. We
use cv and dv [floating point operations (FLOPs)] to denote
the transmission data size of layer v, and the amount
of computation of layer v, respectively. ev0v ¼ ðv0; vÞ 2 E
represents the computation dependency relationship from
v0 to v, which means that layer v can only be computed after
layer v0 is computed completely, where E is the set of
dependencies.

In the partial computation offloading paradigm, the end
device can offload computation layers to the ES. The ES can
process the current offloaded layer as long as its previous
layer has been processed. Computation offloading strategy
can be defined as H ¼ fh1; h2; :::; hV g, where hv ¼ 0 if layer
v is computed locally on the end device, and hv ¼ 1 if layer
v is offloaded to the ES.

In order to obtain the DNN inference time, we first need
to get the computation and transmission time of each com-
putation layer.

3.2.1 Computation Time of the End Device

We assume that only one computation layer can be com-
puted at the same time for the end device. If layer v is com-
puted locally on the end device, then the computation time
tendv of layer v on the end device is calculated as:

tendv ¼ dv
fend

; (4)

where fend [floating point operations per second (FLOPS)] is
the computation resource of the end device.

3.2.2 Transmission Time Between the End Device and

the ES

The computation layers are transmitted based on the first-
come-first-process order. If layer v is offloaded to the ES,
then the transmission time ttrv of layer v from the end device
to the ES is calculated as:

ttrv ¼
cv
R
; whereR ¼ Blog 2 1þQG

"2

� �
; (5)

R is the transmission rate between the end device and the
ES, which can be calculated by using the Shannon’s theo-
rem. B represents the bandwidth of the channel between
the end device and the ES, Q is the transmission power of
the end device, G is the channel gain between the end
device and the ES, and "2 represents the standard deviation
of Gaussian channel noise.

3.2.3 Computation Time of the ES

Similarly, if layer v is offloaded to the ES, then the computa-
tion time tesv of layer v on the ES is calculated as:

tesv ¼
dv
fes

; (6)

where fes [FLOPS] is the computation resource of the ES.
Then, we need to obtain the FL strategyF (e.g., the number

of FL paths P , the intercepted fused layer’s size, the FL path

length t), the path scheduling strategy, and the path offload-
ing strategy. Due to the observation that the computation
order of the FL paths on the end device is the same as the
transmission order and the computation order on the ES.
Hence, the path scheduling strategy S ¼ fs1; s2; :::; sp; :::; sPg
is defined as the computation order of the FL paths on the end
device, where sp is the p-th scheduling path. Moreover, we
define the path offloading strategy as O ¼ fo1; o2; :::;
op; :::; oPg, where op is the number of layers between the first
computation layer and the offloaded computation layer on
path p, which can be calculated based on the computation
layers’ offloading strategy as:

op ¼
XV
v¼1

1� hvð Þ þ 1; v 2 p; p 2 P: (7)

The upper bound of op cannot exceed t, i.e.,

0 � op � t: (8)

Specifically, TpðvÞ is the task completion time of layer v
on path p, which can be computed recursively and formally
as follows:

TpðvÞ ¼
maxTpðv0Þ þ tendv ; hv0 ; hvf g ¼ f0; 0g;
maxTpðv0Þ þ ttrv þ tesv ; hv0 ; hvf g ¼ f0; 1g;
maxTpðv0Þ þ tesv ; hv0 ; hvf g ¼ f1; 1g;

8<
:

(9)

where v0 represents the previous computation layer that has
the computation dependency on layer v, i.e., 9ev0v 2 E.

After all FL paths are computed on ES, the output of FL
paths will be fused as a fused layer with the same values as
the normal convolution to the fused layer. If the number of
FL paths and FL path length are obtained, the value of fused
layer can be calculated as tP þ 1.

Let us denote the task completion time of fused layer and
the layer after fused layer as TðvÞ. Then, the task completion
time of fused layer can be calculated as:

TðvÞ ¼ maxTpðv0Þ þ tesv ; v ¼ tP þ 1; (10)

The task completion time of the layer after fused layer can
be calculated as:

TðvÞ ¼ Tðv0Þ þ tesv ; v > tP þ 1: (11)

To illustrate how to obtain the path offloading strategy O
and task completion time, we use a five-layer DNN as an
example. As shown in Fig. 3, the FL path length is 3, and the
number of FL paths is 3 (i.e., t ¼ 3, P ¼ 3). The path schedul-
ing order is path 1, path 2, path 3. That is, S ¼ fs1; s2; s3g ¼
f1; 2; 3g. The three FL paths are offloaded to the ES at layer 3,
layer 5 and layer 8, respectively. Therefore, the computation
layers’ offloading strategyH ¼ f0; 0; 1; 0; 1; 1; 0; 1; 1; 1; 1g and
the path offloading strategyO ¼ f3; 2; 2g are shown by using
a red dotted line. The couple ð2; 2Þ near layer 1 means that the
amount of computation of layer 1 is 2 and the transmission
data size is 2. For explanation simplicity, we assume that the
CPU frequency of the end device, the transmission rate
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between the end device and the ES are 1, and the CPU fre-
quency of the ES is 2. Then, the task completion time of layer 2
is T1ð2Þ ¼ T1ð1Þ þ tend2 ¼ 2þ 2 ¼ 4. Layer 3 is offloaded to
the ES, so the task completion time of layer 3 includes the
transmission time and the ES computation time, which can be
calculated as T1ð3Þ ¼ T1ð2Þ þ ttr3 þ tes3 ¼ 4þ 2þ 1 ¼ 7. Layer
10 (3� 3þ 1) is the fused layer, so the task completion time of
layer 10 isTð10Þ ¼ maxfT1ð3Þ;T2ð6Þ;T3ð9Þg þ tes10 ¼ 12þ 3 ¼
15. Layer 11 is the layer after fused layer, so the task comple-
tion time of layer 11 is Tð11Þ ¼ Tð10Þ þ tes11 ¼ 15þ 3 ¼ 18.
The right side shows the computation layer’s end computa-
tion time, transmission time between the end device and the
ES, and the ES computation time on the time axis. Each cell
represents a unit time and it can be seen that the DNN infer-
ence time is 18.

3.3 Problem Formulation

The objective of this paper is to minimize the DNN infer-
ence time in partial computation offloading while consider-
ing DNN model parallelism optimization. The DNN
inference time can be interpreted as the task completion
time of the last computation layer. Then, we use T to indi-
cate the DNN inference time (i.e., the task completion time
of the last layer) with computation dependency, which can
be formulated as follows:

minF;S;O T ¼ max TðvÞ
s:t: C1 : Eq: ð9Þ � Eq: ð11Þ;

C2 : Tpðv0Þ � TpðvÞ; 8ev0v 2 E;

C3 : Tpðv0Þ � TðvÞ; 8ev0v 2 E;

C4 : Tðv0Þ � TðvÞ; 8ev0v 2 E:

(12)

Among them, constraint C1 formulates the task completion
time of each layer, constraints C2, C3, and C4 are the com-
putation dependency. The computation layer can only be
computed if all of its predecessors have been computed. To
sum up, the DNN inference time can be obtained in relation
to the FL strategy, the path scheduling strategy and the path
offloading strategy.

3.4 Problem Hardness

Theorem 1. The proposed minimizing DNN inference time
problem is NP-hard.

Proof: Since the 3-machine flow-shop problem is a well-
known NP hard problem [22], this paper transforms the
optimization problem into the 3-machine flow-shop prob-
lem, thus proving that the complexity of this problem is

NP-Hard. For any instance of the 3-machine flow-shop
problem with p jobs, we can reduce it to a special case of
this problem by building a special DAG which has p sepa-
rate paths as shown in Fig. 4. Any path will have three
stages in such a special DNN. It is worth noting that we con-
sider the network partition in multi-path, and use T1, T2,
and T3 to denote the corresponding end device computing
time, the transmission time between end device and ES, and
the ES computing time for that path in three stages, respec-
tively. Particularly, (1) T1 ¼

Pc�1
v¼b t

end
v , (2) T2 ¼ ttrc , and (3)

T3 ¼
Pe

v¼c t
es
v , where b, c, and e are the beginning layer, the

offloading layer, and the last layer of this path, respectively.
We can build layers so that T1, T2, and T3 are equal to the
processing times of job i in three machines in polynomial
time.

3-machine flow-shop ) our problem: Suppose that there is
an optimal dispatch in a 3-machine flow-shop. Then, the
optimal solution of the 3-machine flow-shop is applied to
this problem to obtain the minimum computation time for
the above special cases.

Our problem ) 3-machine flow-shop: Similarly, suppose
that we find the optimal solution for this particular case of
the problem. Then, based on the above reduction, we can
derive the optimal solution of the corresponding 3-machine
flow-shop problem.

Therefore, we prove that our problem is as hard as 3-
machine flow-shop.

4 PARTICLE SWARM OPTIMIZATION WITH

MINIMIZING WAITING

In this section, we will propose a heuristic method, Particle
Swarm Optimization with Minimizing Waiting (PSOMW)
to solve the above optimization problem, and obtain the
near-optimal solution including: (1) the path scheduling
strategy; (2) the FL strategy; (3) the path offloading strategy.
The motivation is that the above optimization problem can
be proved to be NP-Hard. When a DNN has few layers, the
optimal solution can be obtained by using the Brute Force
(BF) algorithm. However, the complexity of finding the opti-
mal solution increases exponentially with the increase of the
total number of layers and the FL paths. Therefore, an effi-
cient heuristic method is necessary to satisfy the real-time
requirement of practical application.

4.1 Minimizing Waiting Algorithm

This part proposes the Minimizing Waiting (MW) algorithm
to determine the path scheduling strategy and the number
of FL paths. In MW algorithm, the FL strategy can be

Fig. 3. Illustrating DNN inference with the FL technique in a five-layer
DNN.

Fig. 4. An example of NP-hard reduction.

480 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 34, NO. 2, FEBRUARY 2023

Authorized licensed use limited to: Temple University. Downloaded on February 27,2023 at 19:08:26 UTC from IEEE Xplore.  Restrictions apply. 



obtained by enumerating all possible numbers of FL paths
and FL path length. Then, the intercepted fused layer’s size
is obtained by dividing St into P layers with the same size,
so the intercepted fused layer’s size vector U is obtained.
Once the FL strategy is obtained, DNN inference time can
be obtained by determining the path scheduling strategy
and path offloading strategy. Therefore, by updating the FL
strategy, we can obtain the minimum DNN inference time.

Algorithm 1.Minimizing Waiting Algorithm

Input:Neural network layers l and their parameters.
Output: The number of FL paths P and the path scheduling

strategy Sbest
MW .

1: Initialize Tbest
MW ¼NULL

2: for FL path length t ¼ 1 : l do
3: for The number of FL paths P ¼ 1 : SL

t � SW
t do

4: The intercepted fused layer’s size is obtained as St

divided into P layers of the same size.
5: for each FL path do
6: The first scheduling path and the offloaded layer are

determined as:
7: p; op  minðTpðv� 1Þ þ ttrv Þ
8: The scheduling path is recorded as s1 and the

offloaded layer op is recorded inO.
9: end for
10: for The p-th scheduling path p ¼ 2 : P do
11: The p-th scheduling path and the offloaded layer are

determined as:
12: p; op  minðjTp�1ðvÞ � tesv � Tpðv0ÞjÞ
13: The scheduling path is recorded as sp and the

offloaded layer op is recorded inO.
14: end for
15: According to the S,O,U, the DNN inference time TMW

is obtained.
16: If Tbest

MW ¼NULL
17: Update Tbest

MW  TMW , tbestMW  t,
18: Sbest

MW  S,Ubest
MW  U.

19: End If
20: If TMW � Tbest

MW

21: Update Tbest
MW  TMW , tbestMW  t,

22: Sbest
MW  S,Ubest

MW  U.
23: End If
24: end for
25: end for

For the path scheduling strategy and path offloading
strategy, the main idea is that once the current path has
completed its transmission, the next path should finish its
computation and start to transmit without waiting. The first
path can be determined by using the following criterion.
The fewer layers on the path computed on the end device,

the faster the transmission to the ES, and the shorter the
time for parallel computing of the next path on the end
device. However, too few layers computed on the end
device will lead to too much transmission data, thus
increasing the transmission time between the end device
and the ES. Therefore, we need to find an appropriate num-
ber of offloaded layers of each path. The offloaded layer v
on path p should satisfy the minimal transmission comple-
tion time, which can be formulated as:

min Tpðv� 1Þ þ ttrv
� �

; hv�1 ¼ 0; hv ¼ 1ð Þ: (13)

Then, the first scheduling path is recorded as s1. If multiple
offloading solutions result in the same transmission comple-
tion time, we will choose the offloading strategy which has
the minimum local computation time. This is because in
this case, the ES can start processing as soon as possible and
at the same time, the next path can compute on the end
device as soon as possible.

The offloading strategy of the p-th; ðp 2 f2; 3; :::; PgÞ
scheduling path is determined by the transmission comple-
tion time of the ðp� 1Þ-th scheduling path so that the wait-
ing time between two paths is minimized. In particular, the
task completion time on the end device of the p-th schedul-
ing path should be as close as possible to the transmission
completion time of the ðp� 1Þ-th scheduling path. Then, the
p-th scheduling path can start transmission as soon as possi-
ble after the ðp� 1Þ-th scheduling path is completed. The
offloaded layer v of the p-th scheduling path denoted as sp
can be determined by the following formula:

min Tp�1ðvÞ � tesv � Tpðv0 � 1Þ�� ��� �
; p 2 f2; 3; :::; Pg; (14)

where v is the offloaded layer of the ðp� 1Þ-th scheduling
path and v0 is the offloaded layer of the p-th scheduling
path. If multiple layers have the same task completion time
on the end device, we will choose the path which has the
maximum number of previous layers on the path. Then,
the p-th scheduling path can compute more on the end
device and reduce the computing time of ES.

To illustrate the proposed MW algorithm, we use a five-
layer DNN as an example. As shown in Fig. 5, the FL path
length, the number of FL paths, the CPU frequency of the
end device, the transmission rate and the the CPU fre-
quency of the ES are the same in Fig. 3. The minimal trans-
mission completion time of the three FL paths are 2, 4, and
4, respectively. By using the MW algorithm, path 1 is the
first scheduling path. If we choose to offload layer 1, the
transmission completion time of path 1 is 0þ 2 ¼ 2 since
the task completion time of layer 1 on the end device is 0,
and the transmission time of layer 1 is 2. By following the
same logic, if we choose to offload layer 2 or layer 3, the
transmission completion time is 2þ 2 ¼ 4 or 2þ 2þ 2 ¼ 6,
respectively.

Therefore, o1 ¼ 1. For the second scheduling path, the
task completion time of layers on the end device should be
as close to 2 as possible. The task completion time of layer 5
and layer 7 on the end device are 1þ 1 ¼ 2 and 2. Therefore,
we determine path 2 as the second scheduling path, and
layer 6 is offloaded to the ES. That is, o2 ¼ 3 and the trans-
mission completion time of layer 6 is 2þ 2 ¼ 4. Path 3 is the

Fig. 5. Illustrating MW in a five-layer DNN.
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third scheduling path, and the task completion time of layer
7, layer 8 and layer 9 on the end device are 2þ 2 ¼ 4, 2þ 2þ
2 ¼ 6 and 2þ 2þ 2þ 2 ¼ 8, respectively. The task comple-
tion time of layer 8 on the end device is closest to 4, so the
offloaded layer on path 3 is layer 8. That is, o3 ¼ 2. When
the previous layers of layer 10 are done, the outputs of layer
3, layer 6 and layer 9 are fused as layer 10, then the fused
layer 10 can start the computing, and the task completion
time of layer 10 is 8þ 3 ¼ 11.

Algorithm 2. Particle Swarm Optimization With Mini-
mizing Waiting

Input: Neural network layers l and their parameters; Iterations
I; Number of solutionsK; Number of FL paths P

Output: The minimum completion time Tbest; The best solution
Ubest, tbest,Obest, Sbest

1: for solution k ¼ 1 : 1 : K do
2: Ok,Uk, tk is randomly generated
3: end for
4: for solution k ¼ 1 : 1 : K do
5: The path scheduling strategy Sk is obtained by using the

MW algorithm.
6: According to Ok;Uk; tk;Sk, the DNN inference time Tk is

obtained.
7: UpdateObest

k  Ok;U
best
k  Uk;

8: tbestk  tk;S
best
k  Sk and Tbest

k  Tk.
9: If k ¼ 1
10: UpdateObest  Ok;U

best  Uk;
11: tbest  tk;S

best  Sk and Tbest  Tk.
12: ElseIf Tk � Tbest

13: UpdateObest  Ok;U
best  Uk;

14: tbest  tk;S
best  Sk and Tbest  Tk.

15: End If
16: end for
17: for Iteration i from 2, 3, to I do
18: for solution k ¼ 1 : 1 : K do
19: The path scheduling strategy Sk is determined by MW

algorithm.
20: According to Ok;Uk; tk;Sk, the DNN inference time Tk

is obtained.
21: If Tk � Tbest

k

22: UpdateObest
k  Ok;U

best
k  Uk;

23: tbestk  tk;S
best
k  Sk and Tbest

k  Tk.
24: End If
25: If Tk � Tbest

26: UpdateObest  Ok;U
best  Uk;

27: tbest  tk;S
best  Sk and Tbest  Tk.

28: End If
29: end for
30: Each solution does UpdateO, t andU.
31: O�0k  g1O

�
k þ g2ðObest

k �OkÞ þ g3ðObest �OkÞ
32: t�0k  g1t

�
k þ g2ðtbestk � tkÞ þ g3ðtbest � tkÞ

33: U�0k  g1U
�
k þ g2ðUbest �UkÞ þ g3ðUbest �UkÞ

34: O0k  Ok þO�0k
� �

35: t0k  tk þ t�0k
� �

36: U0k  Uk þU�0k
� �

37: end for

The pseudocode of the MW algorithm is shown in Algo-
rithm 1. Line 1 is to initialize Tbest

MW , where Tbest
MW is the mini-

mum DNN inference time obtained by the MW algorithm.
Line 4 is to obtain the FL path length UMW . Lines 5 to 9 are

to determine the first scheduling path, the offloaded layer
and record them in S, O, respectively. Lines 10 to 14 are to
determine the path scheduling order from the second path
to the last path and record the corresponding values in S,O,
respectively. Line 15 is to obtain the DNN inference time by
Eq. (12). Lines 16 to 23 are to update the DNN inference
time Tbest

MW , the best solution by using the MW algorithm.
It is worth noting that although the MW algorithm can

get the path scheduling strategy and the path offloading
strategy, the path offloading strategy obtained by MW is
not always the optimal solution, so the MW algorithm is
only used to determine the path scheduling strategy S and
the number of FL paths P .

4.2 Particle Swarm Optimization With Minimizing
Waiting

The FL path length, the intercepted fused layer’s size and
the path offloading strategy are further optimized by the
PSOMW algorithm. The basic idea of the Particle Swarm
Optimization (PSO) algorithm is to simulate the predatory
behavior of birds. Birds adjust their search path through
their own experience and communication among popula-
tions, so as to find the place with the most food. The PSO
algorithm is a probability-based global optimization algo-
rithm. It has a strong global search ability for nonlinear and
multimodal problems, and has a high probability of obtain-
ing the global optimal solution [44].

In this part, we combine the PSO algorithm with MW
algorithm, and propose the PSOMW algorithm. In PSOMW,
we first initialize the solution space by using the MW algo-
rithm. The number of FL paths is obtained by using the MW
algorithm with the minimum DNN inference time, which
traverses all FL paths and the FL path length. Then, the ini-
tial solution randomly generates the path offloading strat-
egy O for each solution, and the path scheduling strategy is
determined by using the MW algorithm. Moreover, the
DNN inference time can be obtained, which is the evalua-
tion index in PSOMW. Solution k will record its minimum
DNN inference time in history Tbest

k and the solution
includes Ubest

k ; tbestk ;Sbest
k ;Obest

k . In addition, the minimum
DNN inference time for all solutions’ history Tbest and the
corresponding solution Ubest; tbest;Sbest;Obest will also be
recorded.

Next, for each solution, we will update the FL path
length, the intercepted fused layers’ size and the path off-
loading strategy to find the optimal solution. The following
variables are defined to show how solutions are updated.
The path offloading strategy variation is defined as O� ¼
fo�1; o�2; . . . ; o�p; . . . ; o�Pg, o�p represents the variation of op. The
intercepted fused layers’ size variation is defined as U� ¼
fu�1; u�2; . . . ; u�p; . . . ; u�Pg, u�p ¼ fuL�

p ; uW�
p g, where uL�

p is the
length vector variation and uW�p is the width vector variation
of up. The FL path length variation t� is defined as the varia-
tion of the FL path length t. The FL path length, the inter-
cepted fused layer’s and the path offloading strategy
variations are determined by the inertia of themselves, the
best in their solution history Obest

k ;Ubest
k ; tbestk , and the best in

all solution history Obest;Ubest; tbest. The FL path length, the
intercepted fused layers’ size and the path offloading strat-
egy are updated as follows:
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O�0k  g1O
�
k þ g2 Obest

k �Ok

� �þ g3 Obest �Ok

� �
; (15)

t�0k  g1t
�
k þ g2 tbestk � tk

� �þ g3 tbest � tk
� �

; (16)

U�0k  g1U
�
k þ g2 Ubest

k �Uk

� �þ g3 Ubest �Uk

� �
; (17)

O0k  Ok þO�0k
� �

; (18)

t0k  tk þ t�0k
� �

; (19)

U0k  Uk þU�0k
� �

; (20)

where g1 is the inertia factor of solution, g2 is the influence
factor of the best solution in its history, and g3 is the influ-
ence factor of the best solution in all solution’s history.

It is worth noting that the inference solution boundary of
t, op and up prevents the generation of invalid solutions.
Our algorithm uses the aforementioned constraints to
ensure that the generated result is valid. For example, it is
meaningless to have the negative FL path length or to
exceed the neural layers of the DNN. If op exceeds the FL
path length, all FL paths are offloaded to the ES after the
task is completed on the end device without parallelization.
The largest path size is reduced until the boundary con-
straint is satisfied.

Fig. 6 illustrates an example about the path offloading
strategy O. The CPU frequency of the end device, the trans-
mission rate, and the CPU frequency of the ES in the exam-
ple are the same as in Fig. 5. Before updating, the current
path offloading strategy Ok, the best strategy in its history
Obest

k and the best solution in all solution’s history Obest are
shown in Fig. 6. For convenience, g1, g2, g3 and t� is set to
be 0, 1, 1, 0, and each FL path has the same intercepted fused
layer’s size, respectively. Then, O� ¼ f�1; 1;�1g (i.e.,
o�1 ¼ 1� ð1� 2Þ þ 1� ð2� 2Þ ¼ �1). Therefore, the path off-
loading strategy is changed from O ¼ f3; 2; 3g to O0 ¼
f2; 3; 2g. The DNN inference time before updating is 18, and
the DNN inference time after updating is 16.

The pseudocode of the proposed method is shown in
Algorithm 2. Lines 1 to 3 are to randomly generate Ok, Uk,
tk. Lines 4 to 16 are the first iteration, and record Tbest

k , Tbest,
Ubest

k , Ubest, tbestk , tbest, Obest
k , Obest, Sbest

k , Sbest. Line 17 starts
the iteration. Lines 18 to 29 are to compute the DNN infer-
ence time of each solution and update the corresponding

results. Lines 30 to 36 are to update the FL path length, the
intercepted fused layer’s and the path offloading strategy of
each solution.

Although PSO is used in many existing studies, there are
significant differences between PSOMW and traditional
PSO. In traditional PSO, the initial space of the solution is
randomly generated, whereas in PSOMW, the scheduling
strategy S and the number of FL paths P are determined by
the MW algorithm. In the iteration, the traditional PSO has
no limit on the change of solution. In PSOMW, the sum of
uLp and uW

p of all paths cannot exceed SL
t and SW

t . As a result,
PSOMW is more suitable for our model.

5 PERFORMANCE EVALUATION

In this section, we conduct extensive simulations to demon-
strate the effectiveness of the proposed method in five neu-
ral networks which are (1) AlexNet, (2) MobileNet, (3)
SqueezeNet, (4) VGG16, and (5) YOLOv2. The structure of
the neural network can be obtained from [45], [46], [47],
[48], [49] (i.e., the number of convolution layers, convolution
kernel size, convolution step, etc.). Following the existing
relevant studies [37] and [50], simulation parameters used
in our experiment are shown in Table 2.

5.1 Performance Comparison

We compare the performance of our proposed PSOMW
with the following benchmark algorithms:

1) No FL ðNFLÞ : Partial computation offloading with-
out the FL technique is used in this algorithm. After
the end device has computed to an intermediate
layers, the entire intermediate layer is offloaded to
the ES for the remaining computations. The mini-
mum DNN inference time is obtained by traversing
all feasible solutions.

2) Brute Force ðBF Þ : Partial computation offloading
with the FL technique is used in this algorithm,
DNN is divided into multiple paths, and the optimal
FL strategy, path scheduling strategy and offloading
strategy are obtained by traversing all feasible
solutions.

3) Minimizing Waiting ðMWÞ : Partial computation
offloading with the FL technique is used in this algo-
rithm. The MW algorithm is used to determine the
path offloading strategy and the path scheduling

Fig. 6. Illustrating path offloading strategy updating in a five-layer DNN.

TABLE 2
Simulation Parameters

Parameter Definition Value

fend computation resource of the end device 2:23� 108

fES computation resource of the ES 4:32� 109

B The bandwidth of wireless links 5MHz
Q The transmission power of the end device 0.1W
"2 The power of background noise 10�9
G The channel gain between end device

and ES
10�6

g1 The inertia of solution 0.5
g2 Influencing factors of itself 0.5
g3 Influencing factors of all solutions 0.5
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strategy, and the FL strategy is determined by tra-
versing all DNN layers.

With the increase of the total number of layers and the FL
paths, the complexity of finding the optimal solution
increases exponentially. Therefore, we choose the case of
four FL paths with homogeneously intercepted fused
layer’s size to compare the performance of BF (2�2), MW
(2�2) and PSOMW (2�2). Furthermore, we use MW (k� k)
to represent MW with homogeneously intercepted fused
layer’s size, where the number of FL paths k� k is deter-
mined by MW algorithm. PSOMW (k2) represents PSOMW
with heterogeneously intercepted fused layer’s size, and the
number of FL paths k2 is determined by MW. Since the time
complexity of BF is too large, the result of BF with heteroge-
neously intercepted fused layer’s size cannot be obtained,
the superiority of PSOMW is verified by comparing the
results of BF (2�2) and PSOMW (2�2).

5.2 Simulation Results

5.2.1 Varying the Transmission Rate

The transmission rate is varied from 1.1 MB/s to 3 MB/s to
simulate a variety of scenarios, which covers common net-
work environments, such as 4G 1.3 MB/s and WiFi 1.8 MB/
s [37], etc. Fig. 7 shows the simulation results. Across five
different neural networks, when the transmission rate
increases from 1.1 MB/s to 3 Mb/s, PSOMW (k2) can reduce
the DNN inference time by an average of 12.75 times com-
pared with NFL, especially 55 times in AlexNet. However,
the improvement depends on the neural network architec-
ture. Fig. 7a shows the results in the AlexNet, the DNN
inference time of the NFL, BF (2�2), MW (2�2), MW
(k� k), and PSOMW (k2) are reduced from 1470 ms, 260 ms,
335 ms, 40 ms, and 32 ms to 1384 ms, 160 ms, 255 ms, 38 ms,
and 21 ms, respectively, when the transmission rate changes
from 1.1 MB/s to 3 MB/s. The VGG16 has 18 neural layers,

which is relatively larger than that of AlexNet, and the
increased number of neural layers will cause more compu-
tational workloads. It can be found that, the DNN inference
time of NFL, BF (2�2), MW (2�2), and PSOMW (2�2)
reduces from 1856 ms, 1300 ms, 1302 ms, and 1300 ms to
1207 ms, 752 ms, 940 ms and 752 ms in VGG16, respectively.
Therefore, the DNN inference time in AlexNet is shorter
than that in VGG16.

The number of FL paths is very important. From the
results shown in Fig. 7a, the following observation can be
obtained. When the number of FL paths is 4, the DNN infer-
ence time of BF (2�2) is 5 times less than that of NFL. When
the transmission rate changes from 1.1 MB/s to 3 MB/s at
the MobileNet, the DNN inference time of MW (k� k) and
PSOMW (k2) is reduced from 59 ms and 30 ms to 33 ms
and 17 ms, respectively. Compared with MW (2�2) and
PSOMW (2�2), MW (k� k) and PSOMW (k2) further
reduces average 171 ms and 165 ms DNN inference time.
The reason is that a lager number of FL paths leads to more
flexibility in the path scheduling, and thus causes better
results.

Furthermore, the simulation results shown in Fig. 7 illus-
trate that the DNN inference time of BF (2�2) and PSOMW
(2�2) are basically the same, and the average difference of
the DNN inference time are 0, 0.02%, 0, 0, 0.04% in the Alex-
Net, MobileNet, SqueezeNet, VGG16, YOLOv2, respec-
tively. Therefore, the superiority of the path scheduling
strategy and path offloading strategy that we obtained has
been demonstrated. The results of MW and PSOMW are
very different, and the difference between the results of
MW (k� k) and PSOMW (k2) is 51.3%, 90.1%, 4.7%, 12.2%
and 13.1% in the AlexNet, MobileNet, SqueezeNet, VGG16,
YOLOv2, respectively. Therefore, the path offloading strat-
egy obtained by MW is not always the optimal solution.

Overall, our approach reduces the DNN inference time
well, whether in a lightweight DNN such as the AlexNet,

Fig. 7. The DNN inference time with only changing transmission rate.
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MobileNet and YOLOv2 or a heavyweight DNN such as the
VGG16 and SqueezeNet. Lightweight DNNs have a small
number of convolution steps with 1 or 2 in most neural
layers, using the FL technique can reduce more DNN infer-
ence time. In the AlexNet, MobileNet and YOLOv2, the
average DNN inference time obtained by PSOMW (k2) are
26 ms, 24 ms and 21 ms, respectively, which are reduced by
1388 ms, 180 ms and 222 ms compared with NFL, respec-
tively. Heavyweight DNNs have a large number of convolu-
tion steps or neural layers, e.g., 18 neural layers in the
VGG16, but the DNN inference time can still be reduced
greatly by parallel computing on the end device and the ES.
For example, the average DNN inference time of PSOMW
(k2) in the SqueezeNet and VGG16 are 42 ms and 270 ms,
which are reduced by 534 ms and 1251 ms compared with
NFL, respectively. Therefore, the effectiveness of PSOMW
has been demonstrated.

5.2.2 Impact of Redundancy

Fig. 8 reveals the redundant computation overhead intro-
duced by different FL strategies. As shown in the figure, the
network structure of DNNs, including the size of the neural
layer, size of the convolution kernel r and step size of the
convolution g has a significant impact on the amount of
redundant computation. The larger FL path length, kernel
size and step size of convolution, the greater the amount of
redundant computation.

In addition, the FL path length and the number of FL
paths also affect the amount of redundant computation. For
the FL path, a large number of FL paths (i.e., FL paths
(7�7)) leads to the increase of repeated area in the input
layer. However, a large number of FL paths can reduce the

DNN inference time through potential better path schedul-
ing and offloading. The FL path length also plays a vital
part in redundant computation. As shown in Fig. 8b, when
the FL path length is less than 9, the overhead introduced
by the FL technique is less than 35%, and the DNN inference
time is 215 ms less than NFL when the transmission rate is
1.1 MB/s. In summary, an increase in the number and
length of FL paths will result in an increase in the computa-
tion overhead, which increases both computation and trans-
mission costs. However, a small number of FL paths will
lead to less flexible model parallelism strategy, while a
shorter FL path will lead to a large amount of transmission
data. Therefore, it is necessary to balance the increased
DNN inference time of redundant computation and the
reduced DNN inference time of parallelization.

For the kernel size and step size of convolution, Eq. (1)
shows that a larger convolution kernel size and convolution
step size will lead to a larger corresponding area of the cur-
rent feature layer in the previous feature layer, which will
result in a larger amount of redundant computation. There-
fore, the structure of the neural network itself can affect the
amount of redundant computation caused by FL technique.
Considering that choosing to fuse several intermediate fea-
ture layers in a small convolution step instead of starting
from the input feature layer may reduce the impact, but it
can lead to more complex problems, which would be an
interesting direction for future work.

5.2.3 Varying the CPU Frequency of the End Device

To simulate different computing environments of end devi-
ces, the CPU frequency of end devices is set at 1.24�108 to
2.11�108. The DNN inference time is shown in Fig. 9 by

Fig. 8. The amount of computation with different FL path length and number of FL paths.
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using AlexNet and MobileNet. The DNN inference time of
NFL, BF (2�2), MW (2�2), and PSOMW (2�2) reduces from
2220 ms, 349 ms, 568 ms, and 363 ms to 1150 ms, 230 ms,
348 ms, and 230ms in AlexNet, respectively. For the Mobile-
Net, the DNN inference time of NFL, BF (2�2), MW (2�2),
and PSOMW (2�2) reduces from 336 ms, 294 ms, 332 ms,
and 296 ms to 259 ms, 248 ms, 286 ms, and 248 ms, respec-
tively. The results show that the solution obtained by
PSOMW (2�2) remains stable and is almost the same as the
optimal solution obtained by BF (2�2). For MW (k� k) and
PSOMW (k2), the DNN inference time reduces from 84 ms,
54 ms to 44 ms, 37ms in AlexNet and 64 ms, 32 ms to 60 ms,
28 ms in MobileNet. Therefore, PSOMW (k2) performs best,
and MW (k� k) is close to PSOMW (k2).

5.2.4 Heterogeneous Case

To compare the impact of homogeneously and heteroge-
neously intercepted fused layer’s size on DNN inference
time, the transmission rate is varied from 1.1 MB/s to 3
MB/s in VGG16. PSOMW (22) and PSOMW (2�2) represent
PSOMW with four heterogeneously and homogeneously
intercepted fused layer’s size. In Fig. 10, the DNN inference
time of PSOMW (2�2) and PSOMW (22) reduces from 1300
ms and 1203 ms to 752 ms and 703 ms. The results shows
that PSOMW (22) can further reduce about 9.2% inference
time, compared with PSOMW (2�2). To further explain
why the DNN inference time of PSOMW (22) is less than
PSOMW (2�2), we use Fig. 11 to show the computation and
offloading process of the optimal solution of homo-
geneously and heterogeneously intercepted fused layer’s

size when the transmission rate is 1.3 MB/s. In PSOMW
(2�2), the transmission completion time of Path 1 is 444 ms,
and the end device task completion time of Path 2 is 524 ms.
This means that when the end device completes the compu-
tation of Path 2 and prepares for transmission, Path 1 has
completed transmission and waited for Path 2 for 80 milli-
seconds However, in PSOMW (22), Path 2 can offload to the
ES immediately when Path 1 completes the transmission.
Therefore, the transmission channel has no idle waiting
time. It can be seen that the transmission resources and the
computing resources of the ES are not fully utilized with
homogeneously intercepted fused layer’s size, and the
transmission channel needs to wait for the current FL path
to complete its computing. As a result, PSOMW with het-
erogeneously intercepted fused layer’s size can reduce
more DNN inference time than PSOMW with homo-
geneously intercepted fused layer’s size.

6 CONCLUSION

In this paper, we presented a new solution for DNN paral-
lelism and partial computation offloading in MEC. To this
end, we proposed a DNN neural network partitioning
model based on the FL technique and the corresponding
computation model when the DNN neural network is trans-
formed into a DAG. Subsequently, we proposed the
PSOMW method to solve the problem. Specifically, we
designed the MW algorithm to determine the path

Fig. 9. The DNN inference time with only varying the CPU frequency of
the end device.

Fig. 10. The DNN inference time of homogeneously and heteroge-
neously intercepted fused layer’s size.

Fig. 11. Comparison of homogeneously and heterogeneously inter-
cepted fused layer’s size.
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scheduling strategy and the number of FL paths, and then
we combined PSO with MW to determine the FL path
length, the intercepted fused layer’s size and the path off-
loading strategy. Finally, we validated the effectiveness and
superiority of the method through extensive simulation
experiments. The performance results demonstrated that
our proposed method can reduce the DNN inference time
by an average of 12.75 times compared with NFL.
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