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Abstract The volume of information that needs to be processed in big data clusters increases rapidly nowadays. It is

critical to execute the data analysis in a time-efficient manner. However, simply adding more computation resources may

not speed up the data analysis significantly. The data analysis jobs usually consist of multiple stages which are organized

as a directed acyclic graph (DAG). The precedence relationships between stages cause scheduling challenges. General DAG

scheduling is a well-known NP-hard problem. Moreover, we observe that in some parallel computing frameworks such

as Spark, the execution of a stage in DAG contains multiple phases that use different resources. We notice that carefully

arranging the execution of those resources in pipeline can reduce their idle time and improve the average resource utilization.

Therefore, we propose a resource pipeline scheme with the objective of minimizing the job makespan. For perfectly parallel

stages, we propose a contention-free scheduler with detailed theoretical analysis. Moreover, we extend the contention-free

scheduler for three-phase stages, considering the computation phase of some stages can be partitioned. Additionally, we

are aware that job stages in real-world applications are usually not perfectly parallel. We need to frequently adjust the

parallelism levels during the DAG execution. Considering reinforcement learning (RL) techniques can adjust the scheduling

policy on the fly, we investigate a scheduler based on RL for online arrival jobs. The RL-based scheduler can adjust the

resource contention adaptively. We evaluate both contention-free and RL-based schedulers on a Spark cluster. In the

evaluation, a real-world cluster trace dataset is used to simulate different DAG styles. Evaluation results show that our

pipelined scheme can significantly improve CPU and network utilization.

Keywords data center cluster, directed acyclic graph scheduling, makespan minimization, pipeline

1 Introduction

Nowadays, the data volume in the big data industry

grows rapidly. It becomes more and more critical to effi-

ciently reduce the makespan of data analysis jobs. Over

quintillion bytes of data are generated every day from

Internet of Things devices. However, obtaining the op-

timal schedule of jobs in polynomial time is challenging.

Big data analysis jobs usually consist of multiple stages

with dependencies. The dependency in a job is usually

modeled by a directed acyclic graph (DAG) as shown in

Fig.1 and the general DAG scheduling problem is known

as NP-hard. In some parallel computing frameworks

such as Spark, the execution of each stage could be di-

vided into multiple phases that use different resources

as shown in Fig.1. These stages could be processed in

a pipeline. Exploiting the pipeline could improve the

resource utilization but also brings challenges for DAG

job scheduling.

We have observed that several stages competing for

a resource would enlarge the makespan of a job. Specifi-

cally, if we launch multiple stages at the same time as
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the default scheduler, the intense contention on one re-

source could reduce the utilization of other resources.

We use stages 1 and 2 of the DAG shown in Fig.1 as

an example. Let qi and q′i denote the data fetching

and the data processing phase of stage i, respectively.

The time of result writing is negligible since the sizes

of results are small and are written to the local disk. If

the scheduler starts q1 and q2 simultaneously as shown

in Fig.2(a), both q1 and q2 take longer time to finish

compared with executing them individually. The longer

execution time of q1 and q2 further delays the starting

of q′1 and q′2, which eventually leads to a larger time cost

of finishing stages 1 and 2. Interleaving the resources

in a pipelined manner could reduce the makespan.
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Fig.1. Illustration of DAGs, stages and phases.

Besides the resource contention, the execution order

of stages also impacts the makespan of a job. It can be

shown on the same example. As shown in Fig.2(b), if

the scheduler starts q2 before q1 and avoids the resource

contention, the makespan of executing stages 1 and 2

is longer compared with that of starting q1 first. The

longer execution time needed by q2 reduces the utiliza-

tion of the computational resource.

The motivation example shows the benefits brought

by the resource pipeline. However, existing researches,

such as [2–7], pay little attention to this aspect. In this

paper, we investigate the stage scheduling problem for a

DAG-style job to minimize the job makespan. We focus

on reducing resource contention in the stage execution.

We theoretically analyze the scheduling for perfectly

parallel stages whose speedups are proportional to the

number of resources allocated to them. We show that

the optimal schedule for these stages is contention-free,

and convert the scheduling problem into a DAG shop

problem which is NP-hard. A contention-free scheduler

is proposed and its approximation properties are ana-

lyzed.

We also notice that stages are usually not perfectly

parallel in real-world workloads. The contention-free

schedule is no longer suitable for general stages. Allo-

cating all resources to a stage is a waste since the stage

cannot make full use of so many resources. A reason-

able level of resource contention is needed. We propose

a reinforcement learning (RL) based scheduler to adap-

tively adjust the starting time of each stage and the

percentage of resources allocated to it to control the

contention level. The RL-based scheduler frequently

takes the available resources and unprocessed stages as

the input state and adaptively updates the schedule for

the remaining stages.

This paper is an extended version of the conference

paper [1] published in IEEE MASS 2020. Compared

with the conference version, we add the discussion for

scheduling three-phase stages. Specifically, the com-
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Fig.2. Challenges in scheduling DAG jobs [1]. (a) The resource contention would increase the makespan. (b) A good execution order
would reduce the makespan.
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putation phases of some stages contain multiple ope-

rations, which means we can further divide the com-

putation phase into two parts. Dividing a computation

phase into smaller parts can help our scheduler improve

resource utilization. The divided phases have shorter

lengths. It is more likely to exploit these parts to ful-

fill the idle time blocks. In the extreme case, if we can

divide the computation phase into infinite parts, our

non-preemptive scheduling problem becomes a preemp-

tive scheduling task. Resource idle blocks can be eas-

ily filled in the preemptive scheduling, while inevitable

overhead would be introduced for storing and recover-

ing computation status. Therefore, we still consider the

non-preemptive scheduling problem and try to further

improve the resource utilization by dividing the compu-

tation phase into multiple parts. Moreover, we notice

that the number of operations in the computation phase

of a Spark stage rarely exceeds 2. Therefore, we investi-

gate the scheduling problem in which the computation

phase is divided into two parts. Counting the commu-

nication phase, we extend our contention-free scheduler

for three-phase stages.

We evaluate our scheduler on a Spark cluster de-

ployed on the Amazon Elastic Compute Cloud. Our

evaluation uses both a real-world dataset from Alibaba

and a synthetic dataset.

The contributions of the paper are summarized as

follows.

• We investigate the stage scheduling problem for

jobs with DAG structures. Especially, we propose to

minimize the job makespan by reducing resource con-

tentions.

• We theoretically analyze the scheduling for per-

fectly parallel stages. In our analysis, we convert our

problem into a DAG shop problem. A contention-free

scheduler is proposed, and its approximation properties

are analyzed.

• We notice that the computation phases of some

stages contain two operations and can be partitioned

accordingly. We further extend our contention-free

scheduler for these three-phase stages.

•We also consider the scheduling for general stages,

which makes the problem more practical. We investi-

gate a RL-based scheduler which can adaptively adjust

the scheduling policy from experiences.

• Experiments on both synthetic and real-world

datasets show our scheduler could efficiently improve

the resource utilization and reduce the job makespan.

The remainder of the paper is organized as follows.

Section 2 introduces the model of DAG-style jobs and

formulates our stage scheduling problem. Section 3 dis-

cusses the perfectly parallel stage scheduling in which

the speedup of a stage is proportional to the percentage

of resources allocated to it. A contention-free schedu-

ler is proposed to schedule these stages. Section 4

extends the contention-free scheduler for three-phase

stages, considering the computation phases of some

stages can be further spitted. Section 5 investigates

a more practical case in which stages have non-linear

speedups when running in parallel and introduces an

RL-based scheduler. Section 6 explains our experimen-

tal settings and results. Section 7 reviews related work.

Finally, Section 8 concludes the paper.

2 Models

2.1 Overview of the Spark Job and Stage

In the Apache Spark framework, a job usually con-

sists of a set of stages with dependencies. The execution

of the job is sliced into the processing of stages. Because

of the data flow in each job, some stages cannot be pro-

cessed until intermediate results are generated by some

other stages. The inter-dependencies among stages in

a job are usually represented by a DAG.

A stage is a physical unit of execution and contains

a set of parallel tasks. The Spark scheduler could al-

locate multiple executors to a stage and process the

stage in parallel. The procedure of a stage execution

is illustrated in Fig.3. The procedure can be divided

into two phases: the data fetching phase and the data

processing phase. In the data fetching phase, machines

in the cluster would shuffle and read the data partitions

which are distributed among different nodes of the clus-

ter. The data fetching phase is network I/O intensive.

In the data processing phase, executors in worker ma-

chines run the task functions on the data partitions they

fetched, and write the result on their local disks. The

data processing phase is computation-intense.

Distributed
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Distributed
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Data Fetching
Network-Intense
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Thread

Thread

Thread

CPU-Intense

Disk

Fig.3. Procedure of executing a stage on a Spark cluster.

The Spark scheduler controls when a stage starts
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and how many executors to use. We focus on designing

a scheduler which could reduce the job makespan.

2.2 Notations

Before we formulate our stage scheduling problem,

we first introduce the notations we use. Let G = (S,E)

denote the DAG. W.l.o.g., we assume there is only one

job in our model. Since we consider the stage-level

scheduling, there is no need to distinguish different jobs.

Scheduling a batch of DAG-style jobs could be treated

as scheduling a special DAG-style job which consists

of multiple separate DAGs. The vertex set S of the

graph G represents the set of stages of the job. Specifi-

cally, S = {s1, s2, . . . , sn}, where n is the number of the

stages in the job. The directed edge set E of the graph

represents the dependency relations of the stages in S.

An edge from si to sj is denoted by an ordered pair

(si, sj) ∈ E. It means that stage sj cannot start until

stage si is finished. We divide the execution of a stage

into a data fetching phase and a data processing phase.

Let qi and q′i denote the data fetching phase and the

data processing phase of a stage si ∈ S, respectively. q′i
cannot start until qi is finished.

The time consumption of executing a stage is af-

fected by the stage size and the amount of resources al-

located to it. The stage size is quantified by the overall

size of data partitions that are processed in the stage.

We use di to denote the overall data size of stage si.

Stages can be processed in multiple worker machines in

parallel. If multiple stages are running, we assume both

of the executor resource and the bandwidth resource are

equally allocated to these stages. We use pi to denote

the parallelism level of each stage si, i.e., the number

of executors assigned to the stage. The bandwidth al-

located to stage si is denoted as bi. Let li and l′i denote

the length or duration of phases qi and q′i, respectively.

Then, li and l′i can be formulated as functions of the

data size di, the parallelism level pi and the bandwidth

bi. Formally, li = fi(di, bi) and l′i = f ′i(di, pi). The ex-

plicit expression of f and f ′ depends on different types

of DAG stages. For perfectly parallel stages, fi and

f ′i are linear functions. Specifically, fi(di, bi) ∝ di/bi
and f ′i(di, pi) ∝ di/pi. For general DAG stages, they

are non-linear functions. We use ti and t′i to denote

the start time and the completion time of stage si re-

spectively. We consider the non-preemptive scheduling.

Hence, t′i = ti+li+l
′
i = ti+fi(di, bi)+f ′i(di, pi), i.e., the

completion time of a stage is determined by the start

time ti, the data partition size di, the parallelism level

pi, and the bandwidth bi.

For each stage, its parallelism level and bandwidth

are correlated with the start time of itself and all the

other stages. Instead of simultaneously adjusting all

four factors, the scheduler can control the values of pi
and bi by setting the start time for all stages, since

we assume the available resources are equally allocated

to the stages running in parallel. This assumption is

practical and reduces the solution space for our prob-

lem. Formally, let O(t) denote the set of stages that are

running in parallel at time t. Then, O(t) can be cal-

culated by counting stages whose processing intervals

[ti, t
′
i] contain t. Formally, O(t) = {si ∈ S|t ∈ [ti, t

′
i]}.

We use P and B to denote the total number of execu-

tors and the overall bandwidth in the cluster, respec-

tively. Then, the computation and network resources

allocated to each stage si ∈ S are pi = P/|O(ti)| and

bi = B/|O(ti)|, where |O(ti)| is the set cardinality.

We also notice that it is not necessary to allocate too

many executors to a stage. For general DAG stages, the

length of the data processing phases l′i = f ′i(di, pi) can

hardly be further reduced when its parallelism level pi
exceeds a certain threshold. Details are explained in

Section 5.

The makespan of executing a stage is denoted as τ .

Formally, τ = maxsi∈S(t′i) − minsi∈S(ti). Its value is

determined by the scheduling policy. Specifically, Let

Λ denote the scheduling policy. It consists of a vector

of the start time and a vector of parallelism levels for

all stages. The makespan τ can be reduced by wisely

adjusting the policy Λ.

2.3 Problem Formulation

In this paper, we aim to design a scheduler which

can interleave the usage of different types of resources

such that the makespan of executing a job is minimized.

Specifically, the resource contention can be reduced by

wisely adjusting the start time ti and the parallelism

level pi for each stage si ∈ S. We formulate our schedul-

ing problem as follows:

min τ (1)

s.t. t′i 6 tj ,∀(si, sj) ∈ E, (2)∑
si∈O(t)

pi 6 P,∀t > 0, (3)∑
si∈O(t)

bi 6 B, ∀t > 0, (4)

ti > 0,∀si ∈ S. (5)

(1) shows our objective of minimizing the makespan

of the job execution. (2) is the precedence constraint.
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If there is an edge (si, sj) ∈ E, then the start time of

stage sj cannot be earlier than the completion time of

stage si. (3) is the computation resource constraint,

where O(t) = {si ∈ S|t ∈ [ti, t
′
i]} is the set of stages

processing in parallel at time t. (4) is the bandwidth

constraint. (5) is the schedule constraint. Each stage

si ∈ S should be scheduled and processed by some ex-

ecutors.

2.4 Problem Hardness

Finding the optimal solution for our stage schedul-

ing problem is hard. The DAG structure of the job as

well as the complex relation between stage lengths and

the contention level brings challenges to our optimiza-

tion problem. We find that our problem is NP-hard

even in an ideal case where the DAG consists of all per-

fectly parallel stages whose time consumption functions

fi(di, bi) and f ′i(di, pi) are linear and have closed-form

expressions. The proof is shown in Section 3. For more

general cases where fi and f ′i are non-linear w.r.t. bi
and pi, the problem becomes even harder.

3 Scheduling for Perfectly Parallel Stages

In this section, we investigate an ideal case where

the speedup of parallel execution is linear to the num-

ber of working machines. A contention-free scheduler is

proposed and its approximate ratio is discussed theoret-

ically. The contention-free scheduler provides us useful

insights and inspirations for our extended scheduler in-

troduced in Section 4.

3.1 Contention of Perfectly Parallel Stages

We first investigate the scheduling for perfectly

parallel stages. These stages have some useful prop-

erties which could help to reduce the complexity of

the scheduling problem. Specifically, there is no need

to set a parallelism limitation for a perfectly parallel

stage. The formulations of li = fi(di, bi) ∝ di/bi and

l′i = f ′i(di, pi) ∝ di/pi show that the speedup of these

phases is proportional to the units of resources allo-

cated to them. Therefore, we could simply assign all

computational resources to a stage. Then, the schedul-

ing problem becomes to determine the start time for all

stages.

In addition, simultaneously running multiple per-

fectly parallel stages brings no benefits. It might even

enlarge the job makespan. Specifically, the execution

time of perfectly parallel stages merely depends on

resource utilization. Simultaneously running multiple

stages cannot further improve the utilization since run-

ning one stage already can make full use of all resources.

Splitting resources to multiple stages may enlarge the

completion time of some phases, and it delays the start

of the following phases. Fig.4 shows a straightforward

example. If we split the network resource to simulta-

neously execute q1, q2, and q3 as shown in Fig.4(a), the

start of phases q′1, q
′
2, and q′3 would be delayed. It re-

duces the utilization of computation resources. If we

assign all resources to one stage at a time as shown

in Fig. 4(b), the makespan of executing stages s1, s2,

and s3 can be reduced. Therefore, we can schedule

perfectly parallel stages in a pipelined manner. It re-

duces the searching space of finding the optimal ti. We

only need to determine an execution sequence for these

stages. Based on the sequence, the scheduler starts a

stage right after its previous stage is finished.
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Fig. 4. Motivation of scheduling ideal stages in a pipelined
manner [1]. (a) Splitting resources. (b) Contention-free.

Although the useful properties of perfectly parallel

stages reduce the solution space, our scheduling prob-

lem is still NP-hard. The NP-hardness is shown in The-

orem 1.

Theorem 1. Our scheduling problem for perfectly

parallel stages is NP-hard.

Proof. Any instance J ′ of the job shop problem [8]

with two machines can be converted into an instance

J of our stage scheduling problem with all perfectly

parallel stages in polynomial time. The solution of J
also can be transformed into the solution of J ′ in poly-

nomial time. Specifically, an instance J ′ can be stated

as follows: we are given n jobs. Job i has a sequence

of ki operations which must be processed in this or-

der. Operations can be divided into two types. Each

type of operations must be processed on a specific ma-

chine, and each machine can process one operation at

one time. The objective is to minimize the makespan
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of n jobs. A job-in-job shop problem is shown in Fig.5.

s′ij denotes the j-th operation on job i. Note that if

two adjacent operations belong to the same type, these

operations could be merged. Therefore, we can assume

adjacent operations are different in our proof. As shown

in Fig.5, we could convert the job into a path in DAG

by inserting dummy operations and treating operations

in jobs as phases in stages. For example, after inserting

an ε-length operation before s′i1, we can treat these two

operations as two phases in a stage. A job shop instance

J ′ can contain multiple jobs. Each job could be con-

verted into a DAG path in polynomial time. Then, a

common ancestor with two ε-length operations is added

before paths. If we treat ε = 0, the instance J ′ is

converted into an instance J of our stage scheduling

problem with perfectly parallel stages.

Job
(Job Shop)

Operation

Stage

Path
(DAG Shop)

s
i'

s
i'

s
i'

s
i'

s
i'

s
i'

s
ik'

s
ik'

Fig.5. Converting operations in the job shop to stages in the
DAG shop [1].

Stages in J are perfectly parallel, which makes an

optimal solution of J optimal for J ′. The solution to J
contains start time ti and parallelism level pi for each

stage. For perfectly parallel stages, pi = P and it is

determined. The start time ti could be converted into

the processing sequence by sorting. There may exist

resource contentions in the optimal schedule of J . But

we can always find an equivalent schedule that has the

same makespan and no resource contention. Specifi-

cally, for any two stages si and sj running in parallel

and competing for a resource, we could always delay

the stage with the later start time without affecting

the makespan, since their overall workload is certain.

W.l.o.g., we assume tj > ti and the processing of qi
and qj are overlapped. Then, we could delay the start

of qj such that it starts after the completion of qi. Be-

cause the overlapped sizes of qi and qj as well as the

amount of resource B are fixed, the time needed to fin-

ish these phases would not change, no matter whether

they are processed simultaneously or separately. Hence,

the value of t′j remains and the execution of the follow-

ing stages would not be affected.

Above all, the instances J and J ′ are equivalent.

Considering the job shop problem with two machines is

NP-hard [8], our problem is also NP-hard. �

3.2 Contention-Free Scheduling

Inspired by the list scheduling approach [9], we pro-

pose a contention-free scheduling algorithm for per-

fectly parallel stages. In the list scheduling, one task

is processed at a time and each task acquires all re-

sources during its execution. The scheduler assigns

priorities to tasks to determine the execution sequence.

In our paper, the contention-free scheduling means both

data fetching and data processing phases of each stage

si ∈ S can acquire all cluster resources, i.e., bi = B

and pi = P . The motivation of using a contention-

free scheduler is that splitting resources to run multi-

ple stages concurrently cannot reduce the makespan,

but may even increase it. Besides, as shown in the

proof of Theorem 1, any optimal schedule could be con-

verted into an equivalent contention-free schedule. In

our contention-free scheduler, stages are executed in a

pipelined manner to interleave the resource usage.

To generate the contention-free scheduling, we need

to determine the processing sequence of stages. The

DAG structure (precedence constraints of stages) and

two different types of phases make it challenging to find

the optimal sequence. The DAG structure gives partial

order relations among all stages. We need to extract

a feasible total order relation when building the se-

quence. Besides, the lengths of phases vary with stages.

Some stages are shuffle-heavy and have longer data

fetching phases than the data processing phases, while

some other stages are computation-heavy. Scheduling

these stages without precedence constraints is not triv-

ial. Dealing with the factors at the same time is NP-

hard and we treat them separately.

We borrow ideas from the topological sort and John-

son’s rule [10] to design our scheduling algorithm. The

topological sort can find feasible execution sequences

of stages in the DAGs. However, the number of feasi-

ble sequences is exponential. Calculating makespan of

all feasible sequences and comparing them cannot be

done in linear time. Johnson’s rule [10] is a method of

scheduling flow shop problems. Without the precedence

constraints, it can optimally solve our stage scheduling

problem.

Intuitively, our contention-free scheduling algorithm

iteratively uses Johnson’s rule [10] on a set of ready-to-

go stages until all stages are scheduled. A ready-to-go

stage is a stage whose predecessors are scheduled. Tak-

ing the DAG in Fig.6 as example, the initial ready-to-go
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stage set contains s1, s2, and s3. After stages s1, s2,

and s3 are processed, s4 and s5 become ready-to-go. In

each iteration, our algorithm schedules all ready-to-go

stages in the set, removes these stages from the DAG,

and determines the next set of ready-to-go stages. It

stops when all stages are processed and removed from

the DAG.

Stage 1

Stage 2

Stage 3

Stage 4

Stage 5

Ready-to-Go

Stage 6

Fig.6. Illustration of the ready-to-go stages.

The detailed procedures of our algorithm are illus-

trated in Algorithm 1. Lines 1 and 2 calculate the

phase lengths for all stages and initialize the sched-

ule list. In lines 3–7, we iteratively schedule a set of

ready-to-go stages. Line 4 finds the ready-to-go stages

that have no income edges in G. Lines 5 and 6 ap-

ply Johnson’s rule [10]. The stages are divided into a

shuffle-heavy group S1 and a computation-heavy group

S2. Stages in the computation-heavy group S2 have

shorter data fetching phases. For si ∈ S2, we prefer to

process the stage with the shortest data fetching phase

li first. For shuffle-heavy stages, we process the stage

with the shortest data processing phase l′i last. Then,

we concatenate the sorted stages in S2 and S1 to the

list, and the computation-heavy stages in S2 are con-

catenate before S1. The concatenation is represented

by ||. Line 7 updates the graph for the next iteration.

Line 8 returns the result.

Algorithm 1. Contention-Free Scheduling Algorithm

Input: the DAG G=(S,E), available resources (B,P )

Output: the scheduling for DAG stages in S

1: Evaluate phase lengths li=fi(di,B), l′i=f ′i(di,P ),∀si∈S
2: Initialize the schedule list L← ∅
3: while S is not empty do

4: Ready-to-go stage set S′←{si∈S|(sj ,si) /∈E,∀sj ∈S}
5: Shuffle-heavy stage set S1←{si∈S′|li > l′i}.

Computation-heavy stage set S2←S′\S1

6: L2←Sort si ∈ S2 for ascending order of li. L1←Sort

si ∈ S1 for descending order of l′i. L← L||L2||L1

7: Update S←S\S′. Remove corresponding edges in E

8: end while

9: return L as the schedule list

We use the DAG shown in Fig.6 as a go-through

example. The length of each phase used in our ex-

ample is shown in Table 1. The detailed steps of our

scheduling algorithm are shown as follows. In the first

iteration, s1, s2, and s3 are ready-to-go stages. Accord-

ing to the definition, s1 and s2 are computation-heavy

and s3 is shuffle-heavy. For s1 and s2, we sort them

based on their communication phase length. In our ex-

ample, l1 < l2, and s1 is placed before s2. s3 is placed

after s1 and s2 since it is shuffle-heavy. Then, they are

removed from the DAG and s4, s5 become ready-to-go.

s4 has a longer data processing phase and should be

processed before s5. After s4 and s5 are scheduled, s6

has no predecessors and is concatenated to the sched-

ule list. Based on the sequence of stages in the list and

the principle of contention-free, the start time of each

stage can be easily derived. Our schedule of the first

four stages is illustrated in Fig.7(a). With our schedul-

ing, the makespan of the input DAG is 17.

Table 1. Lengths of Computation and Communication Phases

s1 s2 s3 s4 s5 s6

li 1 2 5 3 2 1

l′i 2 3 1 4 1 1

Although ready-to-go stages are optimally sched-

uled in each iteration, the final schedule for all stages

might be suboptimal. This is because we manually

set precedence restrictions for stages among different

ready-to-go groups. For example, we schedule s1, s2,

and s3 before s4 and s5 in Fig. 6. It introduces a

precedence restriction s3 → s4, which is not necessary.

Adding these restrictions could let the scheduler miss

the optimal solution. As shown in Fig.7(b), the opti-

mal schedule is (s1, s2, s4, s3, s5, s6). Notably, stage s4

is processed before s3.

Our contention-free scheduler is 2-approximate

for perfectly parallel stage scheduling. It is 3/2-

approximate if the data fetching and the data pro-

cessing phases of all stages have a unit length. The

2-approximation ratio is trivial. The insight is that

our scheduler would not leave both resources idle. For-

mally, let τ∗ denote the optimal makespan. Then, we

have τ∗ > max{
∑

si
li,

∑
si
l′i} since even if the optimal

scheduler could perfectly pipeline all phases, it cannot

compress the essential computation or communication

time consumption. Our contention-free scheduler would

not leave both resources idle. Therefore, our makespan

τ 6 (
∑

si
li +

∑
si
l′i) 6 2 max{

∑
si
li,

∑
si
l′i} 6 2τ∗.

Theorem 2 shows the 3/2-approximation ratio for the

unit-length case.
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Fig. 7. Example of our scheduling algorithm. (a) Our contention-free schedule (s1, s2, s3, s4, s5, s6). (b) Optimal schedule
(s1, s2, s4, s3, s5, s6).

Theorem 2. Our contention-free scheduler is 3/2-

approximate if li = l′i = c,∀si ∈ S, where c is a con-

stant.

Proof. The key property used in the proof is that

the total resource idle time of our schedule would

not exceed the optimal makespan τ∗. Let Φ =

{ϕ1, . . . , ϕk, . . . } denote the set of idle slots in the

scheduling. For example, in Fig.7(b), ϕ1 represents the

CPU idle time before processing q′1. For each ϕk ∈ Φ,

we can find a corresponding stage phase νk which is in

execution during ϕk, since two types of resource would

not be idle simultaneously. In Fig.7(b), ν1 = q1. We will

show that for ϕk ∈ Φ (k 6= 1, k 6= |Φ|), their correspond-

ing νk cannot be pipelined when li = l′i = c, ∀si ∈ S.

For any two adjacent ϕk and ϕk+1, we have νk ≺ νk+1

meaning there is a partial order relation between νk and

νk+1. If it is not the case, νk and νk+1 should run simul-

taneously by shifting νk+1 ahead to occupy ϕk. There-

fore, there is a chain ν2 ≺ ν3 ≺ · · · ≺ ν|Φ|−1. Similar to

the concept of the critical path, the makespan of this

chain cannot be reduced, even in the optimal schedule.

It means that the idles of ϕk for 2 6 k 6 |Φ|−1 cannot

be avoided even in the optimal schedule. The head ϕ1

and the tail ϕ|Φ| cannot be avoided either. Therefore, in

the optimal schedule, its total idle time is greater than

or equal to
∑|Φ|

k=1 ϕk. Besides, the optimal makespan

τ∗ must be greater than or equal to its total idle time.

Therefore, τ∗ >
∑|Φ|

k=1 ϕk.

We notice that τ = 1
2 (
∑

si
li +

∑
si
l′i +∑|Φ|

k=1 ϕk). We have shown that (
∑

si
li +

∑
si
l′i) 6

2 max{
∑

si
li,

∑
si
l′i} 6 2τ∗ and

∑|Φ|
k=1 ϕk 6 τ∗. Hence,

τ 6 1
2 (2τ∗ + τ∗) = 3

2τ
∗. The 3/2-approximation ratio

holds. �

4 Scheduling for Three-Phase Stages

Besides scheduling for stages with two phases, we

further investigate a contention-free scheduler for three-

phase stages. Specifically, we notice that some stages

in a Spark job may contain more than one ope-

ration. For example, the ShuffleMapStage contains two

operations—map and filter. In theory, we can split

the computation phase into multiple parts and extend

our pipeline scheme accordingly. As shown in Sub-

section 3.2, the computation phase of a stage may be

blocked until its precedent communication phase is fin-

ished. The size of the idle block may not be large

enough to insert a computation phase from another

stage. It causes an inevitable idle time of computation

resources and reduces the overall resource utilization. If

we can break the computation phase into multiple seg-

ments, the smaller parts are more likely to be allocated

to those idle blocks. Ideally, if we can divide the com-

putation phase into infinite segments like preemptive

scheduling, the idle slots with arbitrary lengths can be

easily fulfilled. However, preemptive scheduling would

introduce additional overhead for storing and recover-

ing the computation status. Therefore, we consider

dividing the computation phase instead of following

the preemptive scheduling approach. Moreover, diffe-

rent types of computation parts usually have different

speedup ratios when executing in parallel, which pro-

vides additional scheduling opportunities. Motivated
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by the observations, we investigate the scheduling prob-

lem for stages with three phases, i.e., the original com-

putation phase is further divided into two parts. We

can hardly find a realistic application in which a stage

contains more than two types of operations. Therefore,

the more general case where the computation phase is

divided into more than two parts is not discussed.

An illustration of three-phase stages is shown in

Fig.8. The figure compares the makespan of two diffe-

rent scheduling sequences. In the example, there are

two stages s1 and s2 with no precedence restrictions.

Each stage has three phases: communication, map, and

filter. These phases have to be executed in sequence.

The number i labeled after each phase indicates that

the phase belongs to stage si. If we execute s2 first and

then s1, the total makespan is suboptimal as shown in

Fig.8. To improve the resource utilization and reduce

the makespan, the optimal schedule for this example is

to process s1 and then s2. It is necessary to carefully

decide the processing schedule of three-phase stages if

we hope to minimize the makespan. Fig.8 shows that

the execution of communication, map-phase, and filter-

phase in the same stage is not overlapped. It is worth

noting that even each stage has three phases as shown

in Fig.8, there are still two types of resources. Map

and filter operations are executed using computation

resources.

Comm. 2

Comm. 2

Comm. 1

Filter 2
Map 2

Map 2Map 1

Map 1

Filter 2Filter 1

Filter 1

Time

TimeComm. 1

Fig.8. Scheduling for three-phase tasks. Comm. means commu-
nication.

The extended scheduling problem for three-phase

stages is NP-hard. Similar to the proof of Theorem 1,

we can show the NP-hardness of the extended problem

by a reduction from the job shop problem with three

machines, which is NP-hard. The only difference in

the proof is that we need to group three operations

in a job shop scheduling into a stage. Three-phase

stages provide more scheduling opportunities. Explic-

itly exploring all possible operation sequences cannot

be completed in polynomial time. Therefore, we inves-

tigate another heuristic for the scheduling problem for

three-phase stages as an extension of our contention-

free scheduler.

To formulate the scheduling problem for three-phase

stages, we need to extend our notations. For stage si,

we use qi, q
′
i, and q′′i to denote its three phases, re-

spectively. Among them, qi and q′i are computation

phases after partition, and q′′i represents the communi-

cation phase. Notably, the meaning of q′i in three-phase

stages is different from that in regular two-phase stages.

In two-phase stages, q′i represents the communication

phase, while it stands for the second computation phase

in three-phase stages. We update the meaning of q′i
for three-phase stages to emphasize the processing se-

quence of phases, i.e., qi is processed before q′i which is

executed before q′′i . Let li, l
′
i, and l′′i denote the length

of qi, q
′
i, and q′′i , respectively. We still use ti and t′i to

denote the start time and the completion time of the

stage si. The difference is that the formulation of t′i is

changed to t′i = ti + li + l′i + l′′i . The duration of the

whole DAG-style job is still denoted as τ , which is the

time length between the start of the first stage and the

completion of the last stage. For the extended problem,

our objective is still to minimize the makespan τ of the

whole DAG-style job.

We cannot directly apply Johnson’s rule [10] to solve

the three-phase stage scheduling problem. The major

challenge is that we can no longer cluster computation

or communication stages based on relative lengths of

computation and communication phases. Following the

idea of Johnson’s rule [10], we investigate an approach

that adaptively merges the middle phase q′i with qi or

q′′i . Specifically, the insight behind Johnson’s rule [10]

is to greedily minimize the resource idle time. In two-

phase stage scheduling, the computation resources are

blocked by communication. Hence, for communication-

heavy stages, Johnson’s rule [10] assigns a higher priority

to the stages with shorter computation phases, which

aims to start communication phases as soon as possi-

ble. For computation-heavy stages, Johnson’s rule [10]

chooses to execute stages with longer communication

phases to maximize the overlap between usages of CPU

and network resources. Following similar design prin-

ciples, we focus on relative lengths of the first and last

phases in a stage. If the length of the first phase qi
is shorter than the length of the last phase q′′i , then

we merge the middle phase q′i with qi. For a set of

such stages, we sort them for ascending order of li + l′i.

The reason is that the bottleneck phase should start

as early as possible. For other stages where li > l′′i ,

we merge q′i with q′′i and sort them in descending order

of l′i + l′′i . In this way, we adaptively merge the mid-

dle phases for three-phase stages. Our contention-free
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scheduler is extended accordingly. Note that merging

the middle phases is only used to determine the schedul-

ing of phases. It is a symbolic step. In real execution,

there is no phase merging and each phase is processed

separately.

The procedures of the extended algorithm are shown

in Algorithm 2. We first initialize the scheduling list L

as an empty set in line 1. Then, we iteratively sched-

ule ready-to-go stages in the following loop. The set

S′ that contains current ready-to-go stages is updated

in line 3. Line 4 splits set S′ according to the relative

lengths of the first and last phases of stages in the set.

Lines 5 and 6 adaptively merge the middle phases and

sort the merged stages based on Johnson’s rule [10]. For

stages in S1 where li > l′′i , they are sort decreasingly

based on the value l′i + l′′i in line 5. For stages in S2

where li 6 l′′i , line 6 sorts them increasingly based on

the value of li + l′i. Line 7 updates the schedule L by

appending lists L2 and L1 after L. L1 is concatenated

after L2. Line 8 updates the DAG by removing the

stages that have been scheduled. Finally, L is returned

as the final schedule for the three-phase stages.

Algorithm 2. Extended Scheduling Algorithm for Three-

Phase Stages

Input: the DAG G = (S,E)

Output: the scheduling for DAG stages in S

1: Initialize the schedule list L← ∅
2: while S is not empty do

3: Ready-to-go stage set S′←{si∈S|(sj ,si) /∈E,∀sj ∈S}
4: S1 ← {si ∈ S′|li > l′′i }, S2 ← {si ∈ S′|li 6 l′′i }
5: L1 ← Sort si ∈ S1 for descending order of l′i + l′′i
6: L2 ← Sort si ∈ S2 for ascending order of li + l′i
7: L← L||L2||L1

8: S ← S \ S′

9: end while

10: return L

Our major observations for designing the

contention-free scheduler can be summarized as fol-

lows. Firstly, we notice that there are no benefits to

simultaneously run multiple perfectly parallel stages.

Therefore, we propose to allocate all resources to one

stage at a time. Then, following the list scheduling

approach, our contention-free scheduler determines the

processing priority of each stage before executing the

DAG-style job. To set processing priorities, we apply

Johnson’s rule [10] on two-phase stages. To deal with

the precedence constraints in the DAG, we define the

ready-to-go stage set inspired by the topological sort.

Combining these ideas, our contention-free scheduler is

3/2-approximate for stages with equal-length phases.

5 Scheduling for General Stages

From the analysis in Sections 3 and 4, we notice

that the parallelism level is critical in scheduling. In

ideal cases, the parallelism level should be set as large

as possible. However, in real-world applications, allo-

cating more computation resources does not lead to a

linear increase in the speedup ratio. It means that we

need to adaptively adjust the parallelism level of each

stage for general DAGs.

When scheduling general stages, contention-free

scheduling is no longer optimal. For general DAG

stages, their speedups are no longer proportional to the

units of resources allocated to them, especially for the

data processing phase. When the number of execu-

tors allocated to a stage exceeds a threshold, adding

more executors to the stage would barely reduce its

execution time any further. For these stages, allocating

all executors to a ready-to-go stage as the contention-

free scheduler is a waste. The scheduler should adap-

tively adjust the parallelism level of each stage. The

parallelism level can be controlled by setting an upper

bound on the parallelism level of each stage. If the limi-

tations are properly set, simultaneously executing mul-

tiple stages and controlling their competition within a

reasonable level could improve resource utilization and

reduce the makespan. RL is a useful tool to adaptively

adjust the scheduling policy on the fly. In this section,

we first show the non-linear speedup of general DAG

stages. Then, we introduce an RL-based scheduler for

general stage scheduling and present the design details

of the RL agent.

5.1 Speedup of General Jobs

We first test the speedup of general DAG stages

on the Spark server. Fig.9 shows the speedup of two

different jobs from the TPC-H dataset 1○. From Fig.9,

we can observe the non-linear speedup and the par-

allelism level threshold. For example, for the Q2 job

(Q2 queries), allocating more than 32 executors would

barely further improve the speedup or even might re-

duce it. Therefore, it is a waste that allocating more

than 32 executors and the scheduler should set a paral-

lelism limitation mi. When the available executors are

more than the limitation, the scheduler should allocate

1○http://www.tpc.org/tpch/, June 2022.
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the extra executors to other stages. The contention-free

scheduler is no longer optimal.
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Fig.9. Speedups of two different jobs on the Spark cluster [1].

It is difficult to theoretically model the speedup

in practice. Although the Amdahl’s law [11] shows a

speedup model, the percentage of the sequential parts

in each DAG stage is not clear. According to the Am-

dahl’s law, the execution time of sequential parts is

fixed, and the speedup of the parallel part is propor-

tional to the number of executors. However, determin-

ing the percentage of sequential parts is hard to imple-

ment in practice. Therefore, it is not reasonable to de-

termine a fixed parallelism level for all DAG stages. In

contrast, we adapt an RL-based scheduler to adaptively

adjust the parallelism level for different DAG stages and

maintain the resource contention at a reasonable level.

5.2 RL-Based Scheduler for General Stage

Scheduling

We adapt the RL framework in [12] to generate

schedules for general stages. Different from the RL

agent in [12], we consider to control the resource con-

tention by adjusting the start time ti of each stage si.

The framework of the RL-based scheduler is shown in

Fig.10. It consists of an RL agent and the environment.

The agent observes the state from the environment and

generates the schedule as an action. The environment

is the Spark engine running on the data center cluster.

The RL-based scheduler mainly considers three as-

pects to improve the resource utilization and optimize

the makespan. Specifically, the action space of the

RL agent contains three dimensions. Because of the

non-linear speedup ratios of general stages, we need to

adaptively adjust the parallelism level for general DAG

stages. We use parameter mi to denote the parallelism

level limitation for stage si. Our RL-based scheduler

also follows the list scheduling approach. We use para-

meter ρi to denote the priority of si. The priority is

used to adjust the scheduling sequence of DAG stages.

Moreover, we need to reduce the communication con-

tention to minimize the makespan. As shown in [13],

delay scheduling can reduce the communication con-

tention level by interleaving the usage of network re-

sources. Therefore, we propose to insert delay time

before each stage. The RL agent uses parameter δi to

adjust the delay time of each stage si.

The scheduler needs to determine the parallelism

level limitation mi and the start time ti for each stage

si ∈ S. The possible values of mi are discrete and

bounded by the total number of executors P . Formally,

mi ∈ {1, 2, . . . , P}. We can use a neural network with

softmax layers to calculate the probability of choosing

each potential value in {1, 2, . . . , P}. Determining the

value of ti is more challenging since its value is contin-

�
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Fig.10. RL framework for general stage scheduling [1].
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uous and there is no fixed upper bound of its possible

value. Searching the optimal value for ti ∈ R+ without

closed-form formulations is intractable. Therefore, we

discretize ti by exploiting ideas of list scheduling and

delay scheduling [13].

In the list scheduling, stages are ordered by as-

signing with priorities. During execution, ready-to-go

stages are repeatedly selected based on their priorities

when there are available resources. Based on this idea,

we let the RL agent set discrete priorities to stages in-

stead of directly learning their start time. We use ρi
to denote the priority of si. However, simply setting

priorities is not sufficient to control the resource con-

tention. When the available executors are sufficient to

execute multiple stages, these stages should not start

simultaneously. Otherwise, similar to the motivation

example shown in Fig.2(a), it would cause the network

resource contention and enlarge the finish time of these

stages.

Unlike computational resources, it is not convenient

to set bandwidth limitations. Inspired by the delay

scheduling [13], we interleave the usage of network re-

sources by delaying the start of some stages. The RL

agent needs to learn the length of delay time δi for each

stage si. After a stage si is selected by the scheduler

based on its priority, a timer with length δi is asso-

ciated with the stage. The stage si would not start

until its time is out. To reduce the action space, we

set an upper bound for each δi and discretize its value.

The delay length should not exceed the longest stage

length lmax that the scheduler has seen so far. lmax is

sliced into ∆ pieces, where ∆ is a hyperparameter. For-

mally, δi ∈ {0, lmax/∆, 2× lmax/∆, . . . , lmax}. Then, to

determine the delay length, the RL agent only needs

to choose a value from {0, 1, 2, . . . ,∆} by using neural

networks with softmax layers.

To adaptively adjust the schedule, we frequently in-

voke the RL agent when there are available resources

and unprocessed stages. Specifically, we call the RL

agent at following trigger events: a stage starts and

there are unused resources; a stage completes and re-

leases its resource. At each trigger event, the RL agent

would update (mi, ρi, δi) for each unprocessed stage si.

Then, from all ready-to-go stages, one is selected based

on their priorities. After its time expires, the selected

stage is allocated with executors whose number would

not exceed its parallelism limitation. The remaining

challenge is how to encode the DAG and the dependent

relationships indicated by the DAG.

To capture dependent relationships, Graph Neural

Network (GNN) [14] is used to encode the DAG. GNN

encodes the dependencies by aggregating DAG infor-

mation from children to parent nodes along the DAG

edges. By aggregating the stage information along

paths in DAG, GNN could convert the DAG into a

fixed-length feature vector. Along with the features

describing the system workload, i.e., the resource uti-

lization information, the state used by our RL agent is

formed.

Given a state, the goal of the RL agent is to gene-

rate an action that could maximize the expected fu-

ture reward (or minimize the expected future penalty).

We use rk to denote the reward of its k-th action.

rk is quantified by the negation of the time interval

length between the (k − 1)-th and the k-th action.

Let tk denote the wall-clock time at the k-th action.

Then, rk = −(tk − tk−1). The negation is used to

show that the term (tk − tk−1) is actually a penalty.

With this formulation, the expected future penalty is

E[
∑

k(tk − tk−1)] = E[tT − tk−1], where tT is the time

of the last action. E[tT − tk−1] shows the expected

time consumption for executing the remaining stages.

Therefore, minimizing this penalty function could help

to reduce the makespan.

Our major observations for scheduling general

stages are summarized as follows. Firstly, we notice

that we should set a parallelism limitation for general

stages since they have non-linear speedup ratios. Also,

we need to adaptively adjust the parallelism level of

each stage on the fly. To achieve these, we adapt an

RL-based scheduler to schedule general DAG stages.

6 Experiment

6.1 Dataset

In the experiment, we use the Alibaba trace data

v2018 2○ to evaluate our contention-free scheduler and

the RL-based scheduler. The Alibaba dataset contains

job traces sampled from their production clusters. Most

of the jobs in the dataset have DAG structures. Besides,

we also construct a synthetic dataset. We choose the

CosineSimilarity job which is available in Spark MLlib

and has five stages.

Before the experiment, we first illustrate the per-

centage of parallel stages in the Alibaba dataset. Fig.11

shows the cumulative distribution function (CDF) of

the Alibaba dataset. Fig.11(a) shows the distribution

of the number of stages in a job. In total, the dataset

2○https://github.com/alibaba/clusterdata/blob/master/cluster-trace-v2018/trace 2018.md, June 2022.
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Fig.11. Cumulative distribution function of the Alibaba dataset [1]. (a) Stage number distribution. (b) Stage duration distribution.

contains 2 775 025 jobs. From Fig.11(a), we can find

that most of these jobs have more multiple stages. More

than 80% of these jobs have more than one stage. Be-

sides, we use topological sort to analyze the number of

parallel stages in each job, and find that more than 68%

of jobs have parallel stages. It shows the importance of

efficiently scheduling parallel stages. Fig.11(b) shows

the distribution of stage duration that executes in the

production clusters. It shows the distribution of stage

sizes to some extent.

6.2 Experimental Setting

We evaluate our contention-free scheduler and the

RL-based scheduler on a real Spark cluster and in sim-

ulations. The Spark cluster is set up on the Amazon

Elastic Compute Cloud (EC2). We use 10 m4.xlarge

instances. Each instance has four Intel Xeon E5-2676

vCPU cores, 32 GB RAM, and 750 MB maximum band-

width. When setting up the Spark cluster, the default

parameter configuration is kept for simplicity.

Besides using the EC2 cluster, we use a local PC

to train our RL-agent. The local PC has an Intel i7-

8700 CPU, a 32 GB RAM, and a single NVIDIA GTX

1080 GPU. We use the REINFORCE policy gradient

algorithm [15] to train the RL agent, and we subtract

the baseline performance from the reward function in

each iteration of the parameter updating. Specifically,

the baseline is used to reduce the variance of the pol-

icy gradient. Details of the explanation on subtracting

baselines can be found in [16]. On our local PC, each

training iteration takes about five seconds on average.

Considering the initial policy of the RL agent is ran-

domly generated, its performance is not good enough to

handle a heavy workload. Therefore, we first use small

job batches to train the RL agent and then gradually

enlarge the job batch size. A well-trained RL agent is

deployed on the EC2 cluster.

6.3 Experimental Result

We first compare the stage execution time obtained

by different schedulers. We compare our contention-free

strategy and RL-based scheduler with the DelayStage

scheduler in [17]. We execute the same job batch with

different schedulers on the Spark cluster and record the

duration of each stage. The distribution of the stage du-

ration is shown in Fig.12(a). Lines on the left have bet-

ter performance. From Fig.12(a), we can find that the

stage duration distributions achieved by the contention-

free scheduler and the DelayStage scheduler are simi-

lar. The DelayStage scheduler slightly outperforms the

contention-free scheduler. It is because that perfectly

parallel assumption of the contention-free scheduler is

strong and can hardly be satisfied in real-world work-

loads. However, the overhead of the contention-free

scheduler is smaller. The RL-based scheduler signifi-

cantly outperforms other schedulers. It could efficiently

reduce the duration of long stages. The main reason is

that the RL-based scheduler could set parallelism limi-

tations for stages, which further avoids the waste of the

computational resources.

Fig.12(b) shows the comparison of the scheduling

overheads. In this set of experiments, we vary the job

batch size (therefore varying the number of stages),

and record the time consumption of the contention-
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Fig.12. Performance evaluation on the Alibaba dataset [1]. (a) Stage duration distribution. (b) Comparison on the overhead.

free and the DelayStage scheduler. The overhead of

the RL-based scheduler is not shown since it frequently

updates its schedule during the job execution. From

Fig.12(b), we can find that the contention-free schedu-

ler has smaller overheads and is more efficient. The

reason is that the contention-free scheduler partitions

the DAG into multiple subsets of ready-to-go stages

and only needs to sort stages in each subset. This par-

titioning approach reduces the average time complexity

of the contention-free scheduler.

We then investigate whether our RL-based schedu-

ler could improve resource utilization. We use the syn-

thetic dataset for this experiment since the jobs from

the synthetic dataset have relatively simple DAG struc-

tures. We compare our RL-based scheduler with the

default Spark scheduler. From this experiment, we can

have a closer look at the resource utilization and have

a better understanding of the RL-based scheduler. The

experimental result is shown in Fig.13. From Fig.13,

we can find that the RL-based scheduler could start

using the CPU earlier than the default Spark schedu-

ler. The reason is that the default scheduler starts all

ready-to-go stages simultaneously and causes network

congestion. The RL-based scheduler could interleave

the network resources. It delays the start of some para-

llel stages and the stage in execution could be allocated

with a larger bandwidth. In addition, we also find that

the RL-based scheduler could achieve a higher CPU uti-

lization. Specifically, the default scheduler has several

time intervals during which the CPU utilization is low,

but the RL-based scheduler could keep a high resource

utilization. These factors make the RL-based scheduler

finish the job batch in 361 s. It is much faster than the

default Spark scheduler which needs 560 s to finish the

job batch.
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Fig.13. CPU utilization of a worker node [1].

The resource utilization achieved by different sched-

ulers is compared in Table 2. In the comparison, we

use a job batch from the Alibaba dataset and record

the average CPU and the network resource utilization

of a worker node. Compared with the previous experi-

ment, the workload is increased and the dependency

relationships among stages become more complex. The

utilization is shown in Table 2. From Fig.13, we can

find that the RL-based scheduler could improve both

CPU and network utilization. Compared with the de-

fault Fuxi scheduler used in the Alibaba clusters, the

RL-based scheduler can improve the CPU utilization

by 33.0% and the network utilization by 29.7%, respec-

tively. It also outperforms the DelayStage scheduler.

Table 2. Average Resource Utilization

Default (%) DelayStage (%) RL-Based (%)

CPU 37.9 46.1 50.4

Network 43.5 54.5 56.4
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7 Related Work

Based on different schedule granularities existing

DAG schedulers could be divided into three major

groups: job-level schedulers, stage-level schedulers, and

task-level schedulers. The job-level schedulers arrange

the sequence of job execution and the typical objective

is to reduce the job response time. Besides the classical

first-in-first-out (FIFO) or fair scheduling, Hu et al. [18]

proposed to use multiple level priority queues to sched-

ule the jobs without knowing their sizes in advance.

The stage-level schedulers consider the execution of

stages, including the parallelism level, resource alloca-

tion, and dependence relations of stages. Mao et al. [12]

followed an RL approach to determine the parallelism

level and priority of each stage. For resource alloca-

tion, Grandl et al. [3] proposed to greedily match the

stage resource demands with available resources. They

further defined the concept of troublesome stages in [6].

Troublesome stages would be considered first on the re-

source plane. Our paper focuses on stage-level schedul-

ing. Different from existing schedulers, we notice that

the interleave usage of resources could help reduce job

makespan and improve resource utilization. Shao et

al. [17] and Liu et al. [19] also proposed to interleave

resources. To improve resource utilization, Delimitrou

et al. [20–22] discussed solutions for private datacenters.

Zhang et al. [23] further considered the public dataset.

Different from them, we develop a scheduler based on

RL to adaptively interleave resources for general DAG

stages. Each stage in a DAG consists of a set of parallel

tasks. A task scheduler such as Monotasks [24] consi-

dered fine-grained parallelization of tasks. However,

it needs to modify the Spark API while our scheduler

could be easily implemented on Spark.

The core challenge of designing a stage-level schedu-

ler is brought by the precedence constraints in DAGs.

Existing theoretical analyses [25, 26] usually focused on

simple cases. The state-of-the-art theoretical result is

given in [25]. However, we cannot directly apply these

theoretical results to our problem since we also con-

sider the precedence relation between two phases in

each stage. Scheduling these phases is also no trivial,

and it can be viewed as a shop scheduling problem [8].

It has been proven that the job shop problem is hard

to approximate [27]. Shmoys et al. [28, 29] showed sev-

eral RNC-approximation algorithms for shop schedul-

ing. Although their algorithms are polynomial-time in

theory, they are inefficient. Zheng et al. [30] considered

the shop scheduling problem in the MapReduce frame-

work. There is no DAG structure in their problem for-

mulation. We jointly consider the DAG scheduling and

the shop scheduling problems.

There are many other important studies [31–36] that

improved the scheduling algorithms in different evalua-

tion metrics. Grandl et al. [31] focused on the fairness

issues in scheduling and discussed the trade-off between

fairness and job completion time. Their scheduling can

maintain long-term fairness and improve the job com-

pletion time by sacrificing the short-time fairness. Fer-

guson et al. [32] discussed the job miss ratios. Their

scheduler can reduce the deadline miss rate by provid-

ing guarantees on job latency. Im et al. [33] showed the

approximation bounds of scheduling algorithms for on-

line arrival jobs. Tan et al. [34] presented a scheduler

that minimizes the total weighted response time for on-

line jobs in edge-cloud computing scenarios. Marchetti-

Spaccamela et al. [35] analyzed the worst-case makespan

of a conditional DAG task under list scheduling. Luo

et al. [36] illustrated a learning algorithm for the dis-

tributed DAG scheduling problem.

8 Conclusions

In this paper, we considered the stage scheduling

problem for DAG-style jobs. We noticed that inter-

leaving resource usage could reduce the makespan and

improve cluster resource utilization. Our theoretical

analysis for scheduling perfectly parallel stages can be

used to calculate approximation ratios for DAG shop

scheduling problems. The contention-free scheduler

proposed in this paper can be used to schedule perfectly

parallel stages. We also noticed that the practical jobs

usually have very few perfectly parallel stages, and the

contention-free scheduling might waste computational

resources. For the general stage scheduling, our RL-

based scheduler can dynamically control the resource

contention level by adaptively setting parallelism limi-

tations and delaying the start time of some stages. We

used the real-world dataset to evaluate our contention-

free and RL-based scheduler. The content-free schedu-

ler can achieve a 3/2 approximate ratio with relatively

small time complexity. With proper training, the RL-

based scheduler can achieve higher resource utilization

compared with default and contention-free schedulers.

In the future work, we can explore if it is feasible to

extend the RL-based scheduler for other data process-

ing frameworks. The efficiency of RL agents is strongly

related to the feature and action space designs. Each

data processing framework has its unique data work-
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flow. How to efficiently abstract job instances for each

framework is an open problem.
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