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Boosting Adversarial Transferability via Ensemble
Non-Attentlon
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MOTIVATION Solution & Contribution

> The non-attention areas
of CNNs are probably to
be the focus of ViTs, and

vice versa.

» The masked image

induced high ratios of

attention overlaps across 2
both homogeneous and
heterogeneous models
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Challenge: How to make the best of individual model

while stabilizing update direction among ensemble

models?

METHOD:
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> We propose a novel ensemble attack, NAMEA, which ensures
stable update direction and model diversity at once, exhibiting
superior cross-architecture transferability.

> NAMEA decouples gradients from non-attention and attention
regions and integrates meta-learning into iterative optimization
for efficient gradient merging.
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Non-Attention Extraction
& Generate attention maps (6rad-CAM) & Create non-attention masks

B% Mask attention areas & Obtain gradients from non-attention regions
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RESULTS

(D Attention meta-training updates the gradient gk based on model’s attention areas.
@ Non-attention meta-testing updates the gradient g1 based on model’s non-attention areas.
¥ @ Final update merges the gradients from meta-training and meta-testing steps to obtain the final gradient g1

Gradient Scaling Optimization Module

4l CNN: emphasize intermediate-layer gradients

1 ViT: suppress low-magnitude gradients
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3 Final Update
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Base Attack vils CNNs
ViT-B PiT-B CaiT-S ViS DeiT-B TNT-S LeViT ConV Swin-B Avg. RN50 RN 152 DN201 DN169 VGG16 VGG19 WRNI101 BiT50 Avg.
Ens 16.0 10.7 250 17.2 268 284 179 308 99 203 227 13.0 30.3 347 355 33.6 22.6 28.2 27.6
SVRE 13.1 11.5 219 192 232 282 193 239 10.1 189 290 16.2 348 395 421 28.9 26.0 32,5 324
AdaEA 25.1 17.6 392 275 404 40.2 288 427 156 308 38.7 21.1 470 50.1 53.0 48 .4 34.5 396 41.6
I-FGSM CWA 278 106 415 167 499 46.7 21.1 488 11.7 305 129 6.9 208 226 343 32.1 15.2 255 21.3
SMER 274 164 426 260 439 447 2777 489 154 326 332 184 43.1 457 500 48 .4 31.4 39.6 38.7
CSA 275 178 421 273 430 48.6 304 437 160 329 366 204 497 502 5109 51.0 36.2 42.3 42.3
Ours 43.0 25.5 61.2 38.0 63.0 61.2 429 63.6 21.8 46.7 46.2 264 558 585 644 60.7 43.8 52.1 51.0
Ens 340 249 48.5 3477 51.7 498 387 51.2 206 393 434 265 528 536 552 52.9 39.6 46.4 46.3
SVRE 31.3 242 432 351 446 505 389 46.5 193 37.1 496 305 358.1 60.5 592 58.0 45.3 50.6 51.5
AdaEA 41.2 255 563 388 594 558 414 58.7 2177 443 490 292 562 599 595 57.8 43.7 52.2 47.6
MI-FGSM CWA 35.1 184 3535 28.6 554 56.7 389 58.2 18.0 403 37.7 221 487 514 5838 53.6 37.5 449 44.3
SMER 454 268 61.2 40.2 63.0 61.8 475 649 251 484 51.0 31.5 598 61.0 66.0 61.7 47.9 55.1 54.3
CSA 48.5 298 61.3 454 63.2 66.2 490 o64.2 27.1 505 520 320 604 62.3 66.1 63.6 49.6 53.8 55.0
QOQurs 56.6 349 726 51.1 745 725 59.0 745 328 58.7 59.7 397 699 699 733 72.2 57.1 63.4 63.2
Ens 425 383 56.6 505 56.1 62.0 537 59.3 314 500 595 419 70.1 715 714 70.0 60.4 63.5 63.5
SVRE 452 43.1 654 570 625 705 630 633 322 558 668 491 76.7 77.8 78.2 75.4 67.7 71.7 704
AdaEA 47.7 36.6 67.2 526 66.2 693 560 664 308 548 605 421 693 724 728 70.9 58.5 64.9 63.9
DI-MI-FGSM CWA 536 444 736 579 71.1 794 66.1 737 331 614 643 478 76.7 7719 796 78.5 65.0 72.9 70.3
SMER 669 57.2 819 706 82.0 854 757 832 460 72.1 75.3 592 850 857 &4.0 82.7 75.5 80.2 78.5
CSA 548 46.2 68.1 60.1 69.2 734 632 68.8 388 603 63.2 48.2 76.7 752 765 73.4 66.2 72.7 69.0
Ours 72.7 63.6 859 778 865 89.2 808 86.6 54.1 775 809 684 88.6 894 §7.7 87.6 381.1 86.0 83.7
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