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In online systems, including e-commerce platforms, many users resort to the reviews or comments generated

by previous consumers for decision making, while their time is limited to deal with many reviews. There-

fore, a review summary, which contains all important features in user-generated reviews, is expected. In this

article, we study “how to generate a comprehensive review summary from a large number of user-generated

reviews.” This can be implemented by text summarization, which mainly has two types of extractive and

abstractive approaches. Both of these approaches can deal with both supervised and unsupervised scenarios,

but the former may generate redundant and incoherent summaries, while the latter can avoid redundancy

but usually can only deal with short sequences. Moreover, both approaches may neglect the sentiment in-

formation. To address the above issues, we propose comprehensive Review Summary Generation frameworks

to deal with the supervised and unsupervised scenarios. We design two different preprocess models of re-

ranking and selecting to identify the important sentences while keeping users’ sentiment in the original

reviews. These sentences can be further used to generate review summaries with text summarization meth-

ods. Experimental results in seven real-world datasets (Idebate, Rotten Tomatoes Amazon, Yelp, and three

unlabelled product review datasets in Amazon) demonstrate that our work performs well in review summary

generation. Moreover, the re-ranking and selecting models show different characteristics.
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1 INTRODUCTION

Online reviews usually contain users’ true feelings and opinions about products or services, which
provide a valuable reference for other users’ decision making as well as for improving the quality of
products/services. Online websites (e.g., e-commerce or social networking platforms) have numer-
ous reviews and each review contains multiple sentences. However, users do not have enough time
and patience to read too many reviews. Therefore, exploring useful information in user-generated
reviews and generating a comprehensive review summary will benefit customers greatly. We call
this Review Summary Generation. In this article, we strive to propose review summary genera-
tion frameworks to solve both supervised scenarios (i.e., standard references are available) and
unsupervised scenarios (i.e., standard references are unavailable).

In general, the task can be implemented by the text summarization technique [62], which gener-
ates a short summary for the original long text, while keeping most of the important information.
This has two types of approaches to mitigate the information overload: the extractive approach
and the abstractive approach. The former produces summaries by selecting important sentences
from the original text [34]; it can deal with both supervised and unsupervised scenarios, but it may
generate incoherent summaries with redundant information, because the sentences selected from
the original text are often in different positions. Meanwhile, the latter approach is close to the way
humans write summaries (e.g., generating new phrases) [60]. However, it mainly deals with short
texts and only supervised scenarios until the most recent MeanSum model [11], which makes a
breakthrough and can generate summaries with encoder–decoder framework in an unsupervised
way.

Important sentences are the essential basis of a good summary. Existing work (e.g., References
[18, 38]) usually measures the similarity between sentences and selects the sentences that have
the highest similarity with the standard references. Since they rely on the standard references and
they use hard matching at the string level, they are unsuitable for the unsupervised scenarios and
some supervised scenarios where similar meanings are expressed with different words.

Supervised summarization method (e.g., the encoder–decoder framework) can be used in several
applications, including machine translation [54], image captioning [35, 40], recommendation sys-
tem [16, 26, 33, 45], social networks [27, 58, 63], and abstractive summarization [49] for short texts.
However, it is difficult to deal with long text sequences. To make the encoder–decoder framework
work well in more complicated real-world scenarios, it is necessary to design a comprehensive
preprocess strategy. Existing research on text summarization usually produces a summary using
extractive approaches [14]. Some research tries to employ abstractive approaches [59], but usually
neglects the sentiment information of individual reviews.

Furthermore, in many real-world scenarios (e.g., the e-commerce platforms) there is a lack of
human written summaries used as a gold standard. Thus, the datasets in those scenarios cannot
be used to train the supervised model. Hence, it is necessary to consider an unsupervised review
summary generation method.

Our motivations. Based on the above analysis, our motivations are threefold: (1) Effectively
identify important sentences and reviews that cover the most useful information and aspects.
(2) Attempt to apply a supervised method (encoder–decoder framework) in more complicated
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scenarios. (3) Use an unsupervised review summary generation method to deal with more
scenarios for items (e.g., popular e-commerce products) that usually have a lot of reviews.

Keeping the tasks of review summary generation and the technique issues of text summariza-
tion in mind, we propose frameworks that exploit the strengths of extractive and abstractive sum-
marization approaches. We conduct review summary generation with two steps: pre-processing
and summary generation. We propose two different pre-process models of re-ranking and select-
ing; meanwhile, we propose two summary generation methods for supervised and unsupervised
scenarios. For the pre-processing, we (1) identify important sentences, by measuring the semantic
importance of sentences in original reviews and re-ranking these sentences according to their im-
portance and (2) select a review subset based on aspect-level analysis by analyzing the aspects in
each original review and selecting the reviews that cover more aspects with fewer sentences (i.e.,
high coverage and efficiency). For summary generation, we (1) proposing two attention mechnisms

with encoder–decoder framework to generate the review summary for supervised scenarios and
(2) eliminate the redundancy of the selected review set or sentences to generate a summary and
calculate the aspect weights for the unsupervised scenarios. Our contributions are summarized as
follows:

1. We develop two comprehensive pre-process strategies to identify important sentences or reviews:

Re-ranking model for sentences and Selecting model for review subsets. The re-ranking model is used
to re-rank the sentences of the reviews by their semantic similarity and user’s sentiment. The
selecting model is used to select a subset of reviews covering as many aspects as possible. Note
that our selecting model can adaptively determine the size of review subsets.

2. We apply the encoder–decoder generation model to the review summary generation task for the

supervised scenarios. Our solution combines extractive and abstractive approaches. Both the re-
ranking and the selecting model can serve as the input for our encoder–decoder generation model
if the dataset has the reference.

3. We propose an unsupervised method to deal with unsupervised scenarios that have no human

written summaries as standard references. The input of our unsupervised methods are the sentence
or review subset of the re-ranking and selecting models. We filter the sentences that contain the
same aspects and weight the aspects from a global view. This can keep the summary concise,
non-redundant, and authoritative.

4. We conduct extensive comparative experiments in seven real-world datasets: Idebate, Rotten

Tomatoes, Amazon, Yelp and three unlabelled product review datasets in Amazon. The first four
datasets have human written summaries and the other three do not. The results indicate that our
method (for both supervised and unsupervised scenarios) performs better than other baselines.

We organize the article as follows. Section 2 describes related work. Section 3 formulates the
problem we solve in this article. We describe our re-ranking model in Section 4.1 and our se-
lecting model in Section 4.2. Section 5 provides the review summary generation model in detail.
We present the experiments and analyses in Sections 6 and 7. Finally we conclude this article in
Section 8.

2 RELATED WORK

We briefly review the literature in this section and point out how it connects with or differs from
our work.

Research on sentence/review ranking. This involves re-ranking the original text and select-
ing important sentences within the text to generate a summary. TextRank [38] and LexRank [18]
re-rank words or sentences through the PageRank algorithm [43], which uses the literal similarity
of two sentences (nodes) to define the edge in a graph. Radev et al. [47] construct a pseudo-sentence
of the texts called centroids according to the scores of all of the sentences. Many unsupervised
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approaches are based on high sentence frequency [21] and the basic of high information frequency
is semantic similarity. Matt [29] uses the Word Mover’s Distance based on word embeddings to
measure the similarity between two text documents. Our work is mainly related to Sanjeev et al.
[5], who provide a new sentence embedding method that achieves a better performance than other
approaches on many textual similarity tasks.

Research on review selection. Some review selection approaches consider the product’s as-
pects to identify a subset of the most helpful non-redundant reviews. Nguyen et al. [42] propose
to select an efficient set of reviews that covers the set of tips (micro-reviews), given that there is a
collection of reviews and a collection of tips. Lappas et al. [31] propose the selection of a set that
represents the majority opinion on each feature. Lappas et al. [30] formalize the review selection
task as a combinatorial optimization problem and design some effective algorithms. In the above
works, the aspects (features) are pre-defined artificially, and they may be not suitable for items with
different categories. Our work is close to Reference [42]; however, it relies on the micro-reviews
that may not be available in many scenarios. To address this issue, we propose using aspect ex-
traction methods to get aspects instead of micro-reviews. In addition, our work has no restriction
on the number of selected reviews.

Research on aspect extraction. Hu et al. [25] propose to extract product aspects through
association mining, and opinion terms by augmenting a seed opinion set using synonyms and
antonyms in WordNet [39]. Yoshihiko et al. [52] use an Aspect-based Sentiment Analysis model
to extract opinion phrases from reviews. In addition, syntactic relations are further exploited for
aspect/opinion extraction [46]. Although the above models are unsupervised, they heavily depend
on predefined rules for extraction; they are also restricted to specific types of part-of-speech tags
for product aspects and opinions. He et al. [24] present a neural approach with the aim of discov-
ering coherent aspects. Zhou et al. [65] present an opinion mining system for Chinese microblogs
called CMiner and they use the aspect extraction technique to get the opinion.

Research on review sentiment analysis. A sentiment analysis task identifies the sentiment
polarity of each sentence. Angelidis et al. [4] predict text sentiment based on weak supervision
and they predict the sentiment of text segments based on the supervised neural model [3]. Niko-
laos et al. [44] also adopt a weak supervised learning model on multi-aspect sentiment analysis.
Many unsupervised methods adopt lexical knowledge for sentiment detection [37]. Emitza et al.
[23] use a lexical sentiment extraction tool to get the sentiment score of each APP review. Bollegala
et al. [8] adopt sentiment sensitive embeddings to deal with cross-domain sentiment classification.
Kotzias et al. [28] propose an approach to predict labels for sentences given labels for reviews, us-
ing a convolutional neural network to infer sentence similarity. Many works extract negative or
positive opinions from user-generated reviews through sentiment analysis techniques [14, 23].
Zhao et al. [64] propose a novel deep learning framework for product review sentiment classifi-
cation that exploits widely available ratings as weak supervision signals. Xia et al. [61] propose
the aspect-based sentiment dynamic prediction models, which can dynamically capture and ex-
ploit the change patterns of users and items at the aspect level, with uniform or non-uniform time
intervals. Kim et al. [50] provide a survey on aspect-level sentiment analysis. Our work employs
sentiment analysis techniques to keep each review’s sentiment at the aspect level.

Research on supervised review summary generation. Alexandra Balahur et al. [7] present
a feature-driven opinion summarization method for customer reviews on the web by identifying
general features, product specific features, and feature attributes. Gu et al. [22] incorporate copying
into neural network-based Seq2Seq learning and they propose CopyNet with an encoder–decoder
structure. It can choose subsequences in the input sequence and put them at proper places in the
output sequence. Abigail et al. [51] present a hybrid pointer generator architecture with cover-
age to generate summary in supervised scenarios. Different from them, we focus on summary

ACM Transactions on the Web, Vol. 15, No. 3, Article 13. Publication date: May 2021.



Review Summary Generation in Online Systems 13:5

Table 1. Symbol Definitions

symbol definition
R the set of reviews for an item
S the set of selected sentences
R∗ the subset of selected reviews
r a review in R
w a word in a sentence
y review summary
ew word embedding
vs sentence embedding
q the similarity score
A the set of aspects for a type of items
a an aspect

generation for both supervised and unsupervised scenarios, which includes the preprocessing
module, supervised generation summary model, and unsupervised generation summary model
respectively.

Research on unsupervised review summary generation. Yu et al. [62] propose a phrase-
based summarization algorithm for the task of product review summarization. Amplayo et al. [1]
propose the Condense-Abstact framework for opinion summarization that eliminates the work
of pre-selecting salient content. Different from them, our unsupervised summarization focus on
the aspect-based extraction and aims to select the reviews with high coverage and few sentences.
Elsahar et al. [17] propose a self-supervised setup that considers an individual document as a tar-
get summary for a set of similar documents. Coavoux et al. [12] present an unsupervised opinion
summarization method, based on language modelling and aspect-based clustering. What’s more,
Yoshihiko et al. present an abstractive opinion summarization framework, which uses a spect-
based sentiment analysis model to extract opinion phrases from reviews [53]. With the develop-
ment of neural networks, a lot of research shows the application of the encoder–decoder model to
generate the summary. Chu et al. [11] propose an end-to-end, neural model architecture (Mean-
Sum) to perform unsupervised abstractive summarization. Similarly, Brazinskas [9] proposes an
abstractive opinion summarization framework that can force the novelty to be minimal, and pro-
duce a text reflecting consensus opinions. Amplayo et al. [2] propose a summarization model that
introduces explicit denoising, partial copy and discrimination modules. These works focuses on
the abstractive summary generation, while our unsupervised summarization task focuses on high-
quality review selection and extraction to generate summary.

Different from existing works, our work: (1) tries to propose general review summary generation
frameworks for both supervised and unsupervised scenarios, (2) tries to promote the encoder–
decoder framework in more complex scenarios, and (3) tries to deal with e-commerce products
that have many reviews.

3 PROBLEM DEFINITION

In this section, we describe the problem we solve and our solution overview. The notations used
in this article are shown in Table 1.

3.1 The Review Summary Generation Problem

Given a set of reviews R of some item (e.g., a product, a movie, etc.), the tasks of review summary
generation are (1) to select some important reviews R∗ or some important sentences S and (2) to

ACM Transactions on the Web, Vol. 15, No. 3, Article 13. Publication date: May 2021.



13:6 W. Jiang et al.

Fig. 1. The frameworks of review summary generation.

generate a comprehensive review summary y according to the selected sentences S or reviews
R∗ as follows:

y = f (S or R∗), (1)

where f is our proposed frameworks.

3.2 Solution Overview

We propose frameworks to generate summaries from user-generated reviews that can deal with
both supervised and unsupervised scenarios. Figure 1 shows the overview of our solution. It has
two main steps: pre-processing and summary generation. The former is to get the important sen-
tences or the optimal subset of reviews by the re-ranking or the selecting models, respectively. The
latter generates summaries for the supervised and unsupervised scenarios. The main four modules
are as follows.

(1) Re-ranking model: This module consists of similarity measurement and sentiment analy-
sis. The former utilizes the semantic similarity to measure the importance of sentences similarity
calculation attention (SIM-attention), while the latter utilizes user’s sentiment sentiment analysis
attention (SA-attention).

(2) Selecting model: The selecting module utilizes a greedy algorithm (maximize the aspect
coverage by the efficiency constraint (EMC), EMC-review selection (EMC-RS)) to select the reviews
that cover as many aspects as possible with as few sentences as possible. Note that the length of
the selected review set is self-adaptive in our method.

(3) Supervised summary generation: This module adopts a supervised method to generate
review summaries. We integrate two attention mechanisms (i.e., SIM-attention and SA-attention)
with the encoder–decoder framework.

(4) Unsupervised summary generation: This module adopts an unsupervised method to gen-
erate review summaries. We conduct review selection, redundancy elimination, and aspect weight
calculation to make the summary more concise.

4 PRE-PROCESSING

In this section, we describe the details of two pre-processing models, i.e., the re-ranking model
and the selecting model. In traditional sequence-to-sequence models, the length of a sequence is
often limited as input. Once the length is too long, it is hard to train the model and the accuracy
declines. Meanwhile, in unsupervised scenarios, it is challenging to generate a summary directly
from so many reviews. Therefore, we propose two pre-process strategies.
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Table 2. An Example Review, Its Three Semantic Levels, and Aspects with Sentiment

Product: Mobile Phone
Example Review: I hate this phone. I was drawn to it by it’s appearance and size but what
a horrible disappointment.
Sentence Level: “I hate this phone,” “I was drawn to it by it’s appearance and size but what
a horrible disappointment.”
Phrase Level: “I,” “this phone,” “it’s appearance,” “size,” “what a horrible disappointment”
Word Level: “I,” “phone,” “appearance,” “size”
Aspect: “phone−(negative),” “appearance−,” “size−”

4.1 The Re-ranking Model

The re-ranking model is used to rearrange sentences of the original review set and select top-
k sentences that include more important information. It has four steps: (1) sentence embedding,
(2) similarity measurement, (3) sentiment analysis, and (4) sim-sa-ranking.

4.1.1 Sentence Embedding. To deal with the source text in reviews, we use a sentence embed-
ding method [5] to map the input sentence to a vector representation vs , i.e., (v1, . . . ,vk ). The
implementation of sentence embedding is based on the word vector. To get a high-quality vector
representation of the word, we use Wikipedia1 as an external corpus for the first-stage training.
We apply the Word2vec tool2 as the training model, to guarantee that preseted word-embedding
is available for further process.

The sentence embedding vs for all sentences of a review is calculated as follows:

vs =
1

|s |
∑
w ∈s

t

t + p (w )
ew , (2)

where p (w ) is the unigram probability of word w in the entire corpus and t is a scalar. Each word
w in the vocabulary has a vector ew using pre-trained embeddings learned from Wikipedia.

4.1.2 Similarity Measurement. To select important sentences from reviews, we adopt an im-
proved TextRank algorithm. Traditional TextRank [38] uses hand-matching to calculate the simi-
larity, which fails to identify the real relation between two sentences. Therefore, we improve the
original TextRank to measure the importance of sentences based on semantic similarity and we
select top-k sentences. We design three methods to calculate the semantic similarity in three lev-
els, (i.e., sentence level, phrase level, and word level). We use the different levels to represent the
review. Table 2 shows the sentence level, the phrase level, and the word level semantics.
Sentence-level: The semantic similarity of two sentences si and sj is defined as follows:

Similarity (si , sj ) = cos (vi ,vj ), (3)

where vi is the sentence embedding of the sentence si .
Phrase-level: We calculate the semantic similarity of phrases with Algorithm 1. First, the func-
tion GetChunk (lines 2 and 3) extracts noun phrases from the input. For each noun phrase ni in
S1, we calculate the semantic similarity with each noun phrase kj in S2 using the function Get-

Similarity. The phrase embedding, similar to the sentence embedding, maps the noun phrase to
a vector representation. GetSimilarity calculates the semantic similarity between phrases by co-
sine similarity of their phrase vectors. We keep the highest Scorei as the similarity score of the

1https://www.wikipedia.org.
2https://github.com/stanfordnlp/GloVe.
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ALGORITHM 1: Similarity Calculation

Input: Sentence s1, Sentence s2

Output: Similarity score q12

1: Let S1, S2 be the sets of phrase in s1 and s2, and D1 be the set of similarity scores.
2: S1←− GetChunk(s1)
3: S2←− GetChunk(s2)
4: for each ni in S1 do

5: Let Pi be the set of similarity scores between the noun in S1 and S2
6: for each kj in S2 do

7: scorei j ←− GetSimilarity(ni ,kj )
8: Pi ←− Pi ∪ {scorei j }
9: Scorei ←−Max(Pi )

10: if Scorei > ε then

11: D1 ←− D1 ∪ {Scorei }
12: q12 ←−

∑
di ∈D1

di/|D1 |
13: return q12

noun phrase ni (lines 3–7). Each noun phrase gets a score and only the scores above ε are kept
in the set D1. Finally, we use the average score to define the semantic similarity of two sentences
(lines 8–10).

The function GetChunk can be implemented by the Python natural language processing toolkit
spaCy.3 For example, the noun_ chunks from the natural language processing library of spacy can
extract noun phrases.
Word-level: We can also calculate the semantic similarity of words with Algorithm 1. The only
difference from that of Phrase-level is that here we extract words (Nouns and Adjectives) from the
input using the function GetChunk (lines 2 and 3).

In our model, the calculated similarity is defined as the weight qi j associated to the edge con-
necting vertices Vi and Vj . The score of a vertex is defined as follows:

WS (Vi ) = (1 − d ) + d ∗
∑

Vj ∈In (Vi )

qji∑
Vk ∈Out (Vj ) qjk

WS (Vj ), (4)

where d is a damping factor in [0,1], usually set to be 0.85. In(Vi ) is the set of vertices that point
to Vi and Out (Vi ) is the set of vertices to which Vi points.

Iteratively, the importance score associated with each vertex is calculated by Equation (4) until
a given threshold is achieved. In the process, sentences are sorted in descending order by score.
The top-k sentences are selected for summary generation.

In addition, the importance scores are used to define Sim-Attention, as follows:

γi = so f tmax (WS (Vi )), (5)

where so f tmax is employed to normalize the weights and it is defined as so f tmax (xi ) = exi∑
j exj .

4.1.3 Sentiment Analysis. This is review summary generation based on users’ reviews is a spe-
cial task of text summarization. Unlike documents such as a news story, broadcast shows or scien-
tific article, user-generated reviews consist of users’ opinions and sentiments. However, traditional

3https://github.com/explosion/spaCy.
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text summarization models do not take the sentiment of users into account. Hence, to generate a
professional review that also preserves the sentiment of the text, Sa-Attention is proposed to select
the sentences that contain users’ sentiments about a product.

Given the sentence si , we utilize SentiWordNet to determine the sentiment polarity δi . Senti-
WordNet [6] is a publicly available lexical resource for sentiment analysis and assigns to each word
three sentiment scores: positivity, negativity, and objectivity. Sentiment lexicon plays a key role
in unsupervised sentiment analysis technologies. It can match the sentiment words of a sentence
and give a sentiment polarity. To preserve the sentiment of the text, the sentences including more
positive or negative words have to be selected. Hence, the sentiment polarity δi of sentence si is
calculated by:

δi = so f tmax�
�

Countpos (si ) +Countneд (si )

Count (si )
�
�
, (6)

whereCountpos (si ),Countneд (si ), andCount (si ) are the counts of positive words, negative words,
and all words, respectively.

4.1.4 SIM-SA-Ranking. After acquiring the importance score and sentiment polarity of each
sentence, our re-ranking model needs to select the important sentences that preserve as much
sentiment as possible, so the original reviews are re-ranked by the attention value η:

ηi = γiδi , (7)

where γi , δi , and ηi are Sim-Attention, Sa-Attention, and Sim-Sa-Attention scores of sentence i ,
respectively.

Finally, the sentences of reviews are sorted with their attention scores and the top-k sentences
with the highest attention scores are selected as the input for our generation model.

4.1.5 The Time Complexity Analysis. In terms of time complexity, Algorithm 1 takes the time
complexity of O ( |N |2), where |N | is the number of nouns in product reviews. The re-ranking
model depends on the number of iterations and sentences. The worst-case time complexity is
O (k1 |R |2 |r |2 |N |2), where |R | and |r | are the number of original reviews and maximum sentences
for each review, respectively, and k1 is the number of iterations until convergence. As the number
of review sentences increases, the time cost of the re-ranking model increases significantly, and
the model converges more slowly.

4.2 The Aspect-based Selecting Model

In daily life, people tend to browse valuable reviews before purchasing a product. However, the
number of product reviews is too large. Moreover, valuable comments may have different meanings
for different person [61]. Taking the cellphone for instance, some people may pay more attention
to the performance, while some others may pay more attention to the appearance. This indicates
that different people care about different aspects. Therefore, we propose an aspect-based review
selection model in this article to select the reviews that cover more aspects with fewer sentences.
It has three steps: (1) aspect extraction, (2) aspect analysis, and (3) review subset selection.

4.2.1 Aspects Extraction. We first use the TextRank algorithm [38] to extract keywords of orig-
inal reviews. Mihalcea et al. [38] prove that the TextRank algorithm succeeds in identifying the
most important words in text based on information exclusively drawn from the text itself. Then
we keep the nouns of these keywords as the aspects (i.e., {a1,a2, . . . ,ak }) of the product.

Based on the key nouns aspects, we further consider the aspect polarity. In real life, there are
two possible sentiment polarities (i.e., non-negative and negative) about an aspect a. To better
distinguish the fine-grained aspect information, we take the same aspect with different polarities

ACM Transactions on the Web, Vol. 15, No. 3, Article 13. Publication date: May 2021.
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as two different aspects. We denote the aspect of positive (i.e., non-negative) sentiment on a as
a+, and the negative one as a−. Given the collection of n reviews of one product (denoted as R =
{r1, . . . , rn }), we use A = {a1

+,a1
−, . . . ,ak

+,ak
−} to denote all the aspects of the product. Table 2

shows an example review and its aspect with sentiment.

4.2.2 Aspect Analysis. We conduct aspect analysis on the coverage and efficiency of reviews.
To determine whether a review covers an aspect, we define a mapping function between review

sentences and aspects. Each review r is composed by a set of |r | sentences r = {s1, . . . s |r | }. All
sentences of all reviews R about one product are defined as μR . The mapping function is defined
as follows:

F (s,ap ) =

{
1 i f s cover ap

0 otherwise
. (8)

In Equation (8), s ∈ μR , ap ∈ A and p ∈ {+,−}. We consider that each noun in the review may
be an aspect of the product. If the noun in sentence s and the aspect a in A have high a semantic
similarity, then we calculate sentiment polarity of a sentence, using the TextBlob of Python library

to obtain the sentiment value. If the value ≥ 0, then the aspect is denoted as a+; otherwise, the
aspect is denoted as a−. Finally, we can say that sentence s covers the aspect ap (i.e., a+ or a−).
Note that the semantic similarity between two words is calculated by the cosine similarity of their
word vectors.

Based on the above mapping function, we can define aspect coverage and efficiency of a review.
We use the definitions of coverage and efficiency from Reference [42]. For each review r , the set
of aspects Ar that are covered by at least one sentence in r is defined as follows:

Ar = {a ∈ A : ∃s ∈ r , F (s,a) = 1}. (9)

The aspect coverage of review r , i.e., Cov (r ), is defined as the number of aspects covers by the
review r , i.e.,| Ar |. Moreover, the coverage of the collection of reviewsR∗ selected fromR is defined
as:

Cov (R∗) = |∪r ∈R∗ Ar |. (10)

The efficiency of the review r is defined as the fraction of sentences in r that covers at least one
aspect. Formally:

E f f (r ) =
|{s ∈ r : ∃a ∈ A, F (s,a) = 1}|

|r | . (11)

Our selecting model is designed to find the review set with high coverage and high efficiency.

4.2.3 Review Selection. We propose the aspect-based review selection problem and provide the
EMC-RS algorithm to solve it.

The Problem. Given a set of reviews R, a set of aspects A, the mapping function F , and param-
eters α and β , the goal of review selection is to select a subset R∗ ⊆ R such that the aspect coverage
Cov (R∗) is maximized, while the efficiency of any review in R∗ is at least α .

The hardness. The review selection problem of maximizing coverage with efficiency constraint
can be simplified to maximize the coverage, while keeping each selected review have a minimal
efficiency of α . It has been proved to be NP-hard in Reference [57].

The submodular property. Suppose R1 and R2 are two review sets: R1 ⊆ R2, and a review r :
r � R2. First, we have Cov (R1) ≤ Cov (R2), indicating the monotonicity of the coverage function.
Next, the marginal gain of adding r to R1 isCov (R1 ∪ {r }) −Cov (R1). Since R2 contains everything
in R1 and even more others, it is self-evident that the marginal gain of adding r to R2 is not
larger than the marginal gain of adding r to R1. That is, Cov (R1 ∪ {r }) −Cov (R1) ≥ Cov (R2 ∪ {r })
−Cov (R2). This proves that the coverage function is submodular, which has also been proved in
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ALGORITHM 2: EMC-RS: The aspect-based EMC-review selection algorithm

Input: Set of reviews R and aspect set A; Efficiency function Eff; parameters α , β
Output: A set of reviews R∗ ⊆ R

1: R∗ ←− ∅

2: while Cov (R∗) < | A | do

3: Initialize two dictionaries дain and cost to record the gains and costs of reviews
4: for ri in R do

5: if E f f (ri ) < α then

6: R ←− R \ ri

7: else

8: дain(ri ) ←− Cov (R∗ ∪ ri ) −Cov (R∗)
9: cost (ri ) ←− β (1 − E f f (ri )) + (1 − β )

10: if max (дain(ri ) = 0) then

11: return R∗

12: r ∗ ←− arд max дain(ri )/cost (ri )
13: R ←− R \ r ∗
14: R∗ ←− R∗ ∪ r ∗
15: return R∗

Reference [57]. According to Reference [41], based on the submodularity and monotonicity, the
problem of maximizing the coverage has a greedy solution with an approximation ratio (e-1)/e.

The EMC-RS Algorithm. Our review selection problem is to maximize the aspect coverage by
the efficiency constraint and our goal is to select the review r ∗ that has the highest gain-to-cost
ratio at each iteration.

We use Equation (12) to define the gain of selecting a review r , i.e., дain(r ), which is related to
the coverageCov (r ). When a review r is added to the selected Review Set R∗, the coverageCov (R∗)
may be increased and the gain may be increased accordingly,

дain(r ) = Cov (R∗ ∪ r ) −Cov (R∗). (12)

The cost of selecting a review r , cost (r ), is defined as follows:

cost (r ) = β (1 − E f f (r )) + (1 − β ). (13)

When β = 1, the effect of the efficiency on the review selection is maximized. When β = 0, the
review selection is not affected by the efficiency of the reviews, only by the coverage. That is,
when cost (r ) = 1, gain-to-cost ratio is only related to дain(r ).

We utilize a greedy algorithm to deal with the review selection problem, i.e., the EMC-RS algo-
rithm in Algorithm 2. At each iteration, if the efficiency of a review r is lower than α , it will be
removed from R (lines 5 and 6). Otherwise, we calculate the gain дain(r ) and the cost cost (r ) for
r (lines 8 and 9). The gain represents the increase in coverage when adding a new review r to the
subset R∗, and the cost reflects its inefficiency. At each iteration, the review r ∗ that has the highest
gain-to-cost ratio is added to R∗ (line 12). We end the process when there is no more gain (lines
10 and 11).

It is worth noting that our EMC-RS algorithm is similar to that in Reference [42], which mainly
selects a fixed number of reviews (e.g., 10) with the text length ≤ 140 for each (they call it a micro-
review), and it aims to select reviews that cover as many micro-reviews as possible with the fewest
sentences. Our differences lie in three aspects. (1) We conduct fine-grained aspect-level analysis
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instead of relying on micro-reviews. (2) We strive to get a self-adaptive size of the set R∗ ⊆ R. That
is, the size of R∗ can be different for different items, while Reference [42] selects a fixed number of
reviews. (3) Last, our focus in this article is review summary generation. The selected reviews by
EMC-RS algorithm will be further used to generate a summary.

4.2.4 The Worst-case Time Complexity Analysis. The time complexity of Algorithm 2 depends
on the number of reviews and aspects. Line 2 is the cut-off condition for EMC-RS, taking the
maximum time ofO ( |A|). Lines 4 to 14 calculate the дain and cost for each review, taking the time
complexity of O ( |r | |R |). The worst-case time complexity of Algorithm 2 is O ( |A| |r | |R |).

It is worth noting that the selecting model has additional cost of extracting aspects in product
reviews. It takes time complexity of O (k2 |N |2), where k2 is the number of iteration until conver-
gence. Therefore, the selecting model has a worst time complexity of O (k2 |N |2 + |A| |r | |R |), where
|N | is the number of nouns in product reviews, |R | and |r | are the number of original reviews and
maximum sentences for each review, respectively.

4.3 Summary for Pre-processing

In this section, we introduce the two pre-processing methods. The re-ranking model identifies
important sentences and the selecting model selects a review subset that covers more aspects
maintaining efficiency. The resulting sentences and review subset will be used to generate the
review summary.

5 REVIEW SUMMARY GENERATION

In this section, we introduce the details of the proposed review summary generation model. We
adopt two generation methods for the supervised and unsupervised scenarios. For the scenarios
with human written summaries, we use the supervised generation method that takes the advan-
tage of the encoder–decoder framework. For the scenarios without human written summaries, we
propose an unsupervised method of aspect-based summary generation.

5.1 Supervised Review Summary Generation

For supervised scenarios, we propose to integrate two attention mechanisms with encoder–
decoder framework, i.e., the similarity attention and the sentiment attention. Figure 2 illustrates
the overview of our supervised method that is based on the encoder–decoder framework. The
left part illustrates the input of the model, for which we proposed two pre-processing models.
The right part shows the details of our supervised summary generation model, consisting of the
encoder module and the decoder module. Details are as follows.

Encoder: The encoder module takes either the important sentences selected by the re-ranking
model, or the reviews with high aspect-coverage selected by the selecting model, as the input. The
input is further mapped into a semantic vector Hc , which contains all the semantic information.
Different from traditional encoders, we adopt two encoders [32] consisting of a word encoder and
a sentence encoder. The former is used to encode a sequence of words and the latter is used to
encode a sequence of sentences.

Decoder with Attentions: The decoder module is utilized to generate a summarized review
according to the merged representation Hc . Generally, different words and sentences make differ-
ent contributions to the generation of the review summary. To capture the important sentences
and words with more informative semantics, we adopt the multiple attentions mechanism [55]
to decode the context information. Suppose the decoder generates a word at step t , the attention
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Fig. 2. The supervised summary generation with encoder–decoder framework.

Fig. 3. The unsupervised framework of aspect-based summary generation.

mechanism exploits the sentence-level and the word-level attentions to form the context vector
ct . The details can be found in our conference paper [15].

5.2 Unsupervised Review Summary Generation

For unsupervised scenarios, we conduct review selection, redundancy elimination, and aspects
weight calculation. Figure 3 shows the unsupervised framework.

The first step is to select the review set that covers more aspects with fewer sentences. The first
selected review has the highest gain-to-cost ratio. The second selected review has the largest gain-
to-cost ratio among the remaining reviews, so on and so forth. We find that the selected review
set may suffer from redundancy. Taking Table 9, for instance, the Top-3 reviews are selected by
EMC-RS about phone “Nokia.” The aspects of “battery,” “music,” “bluetooth,” and “screen” are
repeatedly described. It makes the review summary redundant and not concise at all. Therefore,
we need to eliminate the redundancy.

The second step is to filter the sentences in which the redundant aspects are located, so as to
keep the review summary concise. Algorithm 3 (lines 3–10) describes how to eliminate redundancy
and generate the review summary. We segment each selected review by sentences in line 5. If
the sentence contains a new aspect sentiment description about the product, which means the
sentence can contribute to the summary, then we will keep it in the final review summary (lines
6–10). Finally, we keep all the valuable sentences of the product to generate a review summary
(line 11). It takes the time complexity of O ( |R∗ | |r | |A∗ |) in the worst case, where |R∗ | is the size of
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ALGORITHM 3: RE-RG: Redundancy Elimination for Review Summary Generation

Input: Aspects A; Reveiw sets R∗ by selecting or re-ranking models
Output: Summary y

1: Initialize a new Aspect set: A∗ ←− ∅

2: y ←− ∅

3: for r in R∗ do

4: Initialize Sentences Set Se

5: Se ←− Seдment review r by sentence
6: for s in Se do

7: a
p
i ←− Get the aspect and aspect polarity o f s

8: if a
p
i � A∗ then

9: A∗ ←− a
p
i ∪A∗

10: y ←− y + s
11: return Summary y

ALGORITHM 4: Aspect Weight Calculation

Input: Set of reviews R; Aspects A
Output: Aspect Weights: {wa

p
1
, . . . ,wa

p
i
, . . . , wa

p

k
}

1: Initialize a dictionary C to record the count of each aspect
2: for r in R do

3: Sentences Set: Se ←− Get sentences o f review r
4: for s in Se do

5: a
p
i ←− Get the aspect and aspect polarity o f s

6: C (ai
p ) ←− C (ai

p ) + 1

7: wa
p
i
←− C (ai

p )/
∑

i ∈[1,k]C (ai
p )

8: return {wa
p
1
, . . . ,wa

p
i
, . . . , wa

p

k
}

the selected review set, |r | is the number of maximum sentences in a review, and |A∗ | is the size of
aspects covered by the summary.

Although the summary covers many aspects efficiently, it is not clear how the sentiment dis-
tributes in different aspects. Therefore, we need to calculate the aspect weights in all original
reviews to demonstrate the overall sentiment distribution, which leads to the third step, as follows.

The third step is to calculate the aspect weights, which will appear in the review summary,
indicating the importance of each aspect in the whole original reviews. Algorithm 4 describes the
process, taking the time complexity of O ( |R | |r | |A|). First, we traverse the original reviews and

count the number of occurrences of each aspect a
p
i ∈ A (lines 2–6). Next, we normalize all the

aspect counts by Equation (14) (line 7). Finally, we can obtain the summary and aspect weights
(line 8),

wa
p
i
=

C (a
p
i )∑ |A |

i=1C (a
p
i )
, (14)

where wa
p
i

is the weight of aspect a
p
i and C (a

p
i ) is the number of occurrences of a

p
i . |A| is the

number of aspects in A.

ACM Transactions on the Web, Vol. 15, No. 3, Article 13. Publication date: May 2021.



Review Summary Generation in Online Systems 13:15

6 EXPERIMENTAL SETTINGS

In this section, we present the implementation of our model and the experimental settings in
details. The code and data are available online.4

6.1 Dataset

We use seven real-world datasets that contain four supervised datasets (i.e., Idebate [59], Rotten-
Tomatoes [59], Amazon [9], and Yelp [11]) and three unsupervised datasets (i.e., three product
reviews in AmazonReview5).

6.1.1 Four Datasets for Supervised Scenarios. Idebate is an argumentation dataset from ide-
bate.org. The website is a Wikipedia-style site for collecting professional and debated arguments
on controversial issues. The arguments of each debate are divided into different “for” and “against”
points. Each point contains a central claim, which is built by editors to sum up the corresponding
arguments and is regarded as the gold standard. The Idebate dataset includes 676 idebates with
2,259 claims.

RottenTomatoes is a famous American film review aggregation website that includes profes-
sional reviews and user reviews. A sentence critic consensus is constructed by an editor to sum-
marize the opinions of the professional critics for each movie. The dataset includes 246,164 critics
and their opinion consensuses for 3,731 movies. Each movie has around 66 reviews on average.
The opinion consensus is considered as a summary of the gold standard.

Amazon is a product reviews dataset that is used by Brazinskas et al. [9]. It contains two differ-
ent categories, “Movies and TV” and “Electronics,” and consists of 780 products and 73,040 reviews.
It has the reference summaries provided by Brazinskas et al. [9].

Yelp review dataset contains reviews of businesses. The public yelp corpus of restaurant reviews
are provided by Chu and Liu [11], and it consists of 1,337 businesses and 129,840 reviews for testing.
The businesses were then filtered to those with at least 50 reviews.

6.1.2 Three Datasets for Unsupervised Scenarios. AmazonReview includes several datasets of
product reviews [36]. We select three different categories: “Movies and TV,” “Electronics,” and
“Cell phones,” and they have 50,052, 63,001, and 10,429 products, respectively. In “Movies and TV,”
“Electronics,” and “Cell phones,” each product has 34, 27, and 19 reviews on average, respectively,
and each review has around 8, 6, and 5 sentences on average, respectively. For each category, we
divide the products into three sub-categories for review summarization tasks: the hot products
with a large number (e.g., >300), ordinary products with a medium number (e.g., [30,300]) and
unpopular products with a small number (e.g., <30) of reviews. Figure 4 shows the percentage of
unpopular, ordinary, and hot products in three datasets. It is worth noting that, the new datasets
have no human written summaries, which is typical in unsupervised scenarios.

6.2 Evaluation Metrics

For the supervised evaluation, we adopt the widely used automatic evaluation metric ROUGE [19].
Following previous work, we report the scores from Rouge-1, Rouge-2, and Rouge-L, which are re-
spectively calculated using the matches of unigrams, bigrams, and longest common subsequences,
with the ground truth summaries. We obtain the ROUGE scores using the pyrouge package.6 We
also evaluate with the METEOR metric [13], both in exact match mode (rewarding only exact

4https://github.com/Dingxiaofei2017/expertreview.
5https://nijianmo.github.io/amazon.
6https://pypi.python.org/pypi/pyrouge/0.1.3.
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Fig. 4. Percentage of unpopular, ordinary, and hot products.

matches between words) and full mode (which additionally rewards matching stems, synonyms
and paraphrases).7

In general, the purpose of the summarization task is to condense many reviews to a summary
with the expectation that the content of the summary is consistent with the original reviews. For
the unsupervised evaluation, we introduce the metric of a word overlap (WO) score [11] that
uses the ROUGE-1 score between the summary and each review and then averages these scores.
Eric Chu et al. [11] validate that WO is a reasonable metric for guiding model development in
unsupervised scenarios. They also validate that WO is correlated with ROUGE-1 and ROUGE-L,
with statistically significant pearson coefficients of 0.797 and 0.728, respectively. This is calculated
by Equation (15),

WO =
1

|R |

|R |∑
j=1

ROUGE
(
y, r j

)
, (15)

where |R | is the number of product reviews, r j is the jth review of the product, and y is the gener-
ated review summary.

To measure the quality of the generated summary of several product reviews, we define two
new metrics, aspect coverage of the summary (COV) and aspect density of sentences (ADS).

COV is calculated by |As |
|A | and ADS is calculated by |As |

|s | , where |s | is the number of sentences in

the summary, |As | is the number of aspects covered by the summary, and |A| is the number of
aspects contained in the original reviews. Note that the same aspect is only considered once.

6.3 Implementation

Data Pre-processing. All datasets are lowercased and tokenized and all movie titles in Rotten-
Tomatoes are replaced with a generic label. To get adjectives, noun phrases, and key words, we
use Python toolkit spaCy, which provides implementations of many basic NLP tasks. We keep the
most frequent 30,000 words in our vocabulary and replace other words with “<unk>”. We also
remove the reviews or sentences that have fewer than 5 words.

Model Implementation. For the re-ranking model, we use a Python toolkit TextRank8 to cac-
ulate similarity and use the SentiWordNet9 to generate the sentiment polarity of sentences. Based

7http://www.cs.cmu.edu/∼alavie/METEOR/.
8https://github.com/davidadamojr/TextRank.
9http://sentiwordnet.isti.cnr.it.
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on empirical studies, the parameter ε is set to 0.4 for the similarity calculation. α is set to 0.5 and
β is set to 0.9 in the EMC-RS algorithm. We will test the parameter sensitivity in the experiments.

In the review generation stage, we use an improved encoder–decoder framework with attention
mechanisms [56]. The preprocess of the re-ranking model and the selecting model will generate
a re-ranked text S or selected reviews R∗. We feed the re-ranked S or selected reviews R∗ to the
improved generation model, so as to generate an expert review. For the word-level encoder, we
use four hidden layers of bidirectional GRU, while for sentence-level encoder we use three layers
of GRU. For the decoder we use four hidden layers of GRU with 25 timesteps. Each hidden layer
has 256 units. Note that the word-embedding has been initialized in the preprocess stage. The
dimension of word-embedding is 300. The batch size is set to be 8 texts. The training step reaches
100,000, which approximates to 44 epochs on Idebate data and 26 epochs on RottenTomatoes. The
improved encoder–decoder model is implemented in tensorflow. We run the model on a Tesla-P100
GPU card, which takes about 24 hours for every 40 epochs.

6.4 Comparative Methods

We compare the performance of the component (i.e., the re-ranking model and the selecting
model), the supervised model, and the unsupervised model with some baselines and state-of-the-
art methods.

For evaluating the performance of two preprocess strategies of re-ranking and selecting, we
choose some state-of-the-art methods and some variations of our model.

(1) TextRank [38] is a graph-based method inspired by the PageRank algorithm, which computes
sentence importance based on the eigenvector centrality in a graph representation of sentences.

(2) Opinosis [20] is a novel graph-based summarization method that generates concise abstrac-
tive summaries of highly redundant opinions.

(3) EMC-RS-Lead-3 selects the top-3 reviews using the EMC-RS Algorithm.
(4) Sa-Lead-3 selects top-3 sentences using the sentiment polarity.
(5) Sim-Lead-3 selects top-3 sentences using semantic importance scores.
(6) Sim-Sa-Lead-3 selects top-3 sentences using both the semantic importance scores and the

sentiment polarity (i.e., our re-ranking model)..
In addition, to verify the effectiveness of the supervised generation model, we also compare our

approach with various variants of seq2seq models.
(1) NN-ABS [49] is a neural network based model with local attention modeling for abstractive

sentence summarization.
(2) Doc-Distraction [10] is a state-of-the-art neural abstractive document summarization model.
(3) Att-lead-n is a simple RNN-based attentional sentence summarization model that generates

review summary according to the top-n reviews.
(4) Doc-h takes all reviews as input. It first encodes sentences to sentence vectors and then

encodes sentence vectors to a document vector.
(5) Doc-h-att adds sentence-level attention to Doc-h.
(6) Doc-hh-att adds both sentence-level and word-level attention to Doc-h.
(7) EMC-RS-Lead-3-ED selects the top-3 reviews using our selecting model and conducts super-

vised generation with encoder–decoder.
(8) Sim-Sa-Lead-3-ED selects the top-3 sentences using the re-ranking model and conducts su-

pervised generation with encoder–decoder.
Finally, to verify the effectiveness of the unsupervised method in supervised and unsupervised

scenarios, we compare our approach with several recent models.
(1) Centroid-based model [48] is an extractive method for unsupervised summarization task. It

uses a centroid-based method that exploits the compositional capabilities of word embeddings.

ACM Transactions on the Web, Vol. 15, No. 3, Article 13. Publication date: May 2021.



13:18 W. Jiang et al.

Table 3. Performance of Different Similarity Levels
in RottenTomatoes

Rouge-1 Rouge-2 Rouge-L

Lead-3(Sentence-level) 18.34 6.22 15.70

Lead-3(Phrase-level) 20.39 7.33 17.43

Lead-3(N&A) 24.12 8.76 18.53

Lead-3(Word-level) 25.84 8.42 18.90

Table 4. Comparison on RottenTomatoes and Idebate (Supervised Scenarios)

RottenTomatoes Idebate

Rouge-1 Rouge-2 Rouge-L METEOR Rouge-1 Rouge-2 Rouge-L METEOR

Unsupervised

methods

1. TextRank 21.44 6.20 14 6.50 20.33 5.92 13.25 6.03

2. Opinosis 22.34 6.50 15.78 7.21 19.81 6.32 14.37 7.23

3. EMC-RS-Lead-3 24.95 8.50 17.95 7.51 - - - -

4. Sa-Lead-3 17.09 5.32 12.78 6.02 16.63 5.01 11.32 5.65

5. Sim-Lead-3 25.84 8.42 18.90 9.21 24.35 7.98 17.20 8.66

6. Sim-Sa-Lead-3 26.84 9.56 19.32 10.11 25.84 8.56 18.35 9.42

Supervised

Methods

7. NN-ABS 25.82 7.03 23.07 8.01 24.32 6.89 22.67 7.87

8. Doc-Distraction 14.53 4.49 13.83 5.11 13.24 3.98 12.89 4.54

9. Att-lead-n 26.57 6.84 23.13 7.56 25.63 7.51 21.39 8.21

10. Doc-h 15.91 2.04 14.32 2.56 14.21 2.14 12.82 2.45

11. Doc-h-att 17.12 3.98 15.46 4.08 14.12 2.85 13.64 3.69

12. Doc-hh-att 18.53 4.33 16.78 5.03 16.24 3.37 14.43 4.01

13. EMC-RS-Lead-3-ED 27.22 8.28 24.02 9.57 - - - -

14. Sim-Sa-Lead-3-ED 28.71 9.12 25.14 11.32 26.71 8.32 23.14 9.83

“supervised scenarios” indicates whether the datasets have standand reference summaries.

(2) MeanSum [11] is an end to end neural model for unsupervised multi-document abstractive
summarization.

(3) CopyCat [9] is an abstractive summarizer of opinions, which does not use any summaries in
training and is trained end-to-end on a large collection of reviews.

(4) Sim-Sa-Lead-3-RE selects top-3 sentences using the re-ranking model and eliminates redun-
dancy with our RE-RG algorithm to generate the summary (i.e., re-ranking + RE-RG algorithm).

(5) EMC-RS selects a review subset using our EMC-RS algorithm.
(6) EMC-RS-RE is our unsupervised method that selects a review set using EMC-RS algorithm

and then generates the summary using RE-RG algorithm.

7 EXPERIMENTAL RESULTS

In this section, we analyze the performance of our work in supervised and unsupervised scenar-
ios. Tables 4 and 5 show the results in supervised scenarios that are based on RottenTomatoes
and Idebate and then Amazon and Yelp, respectively. Table 6 shows the results in unsupervised
scenarios that is based on three datasets (e.g., “Cell Phone,” “Electronics,” and “Movies and TV”)
of AmazonReview. We also analyze parameter sensitivity and conduct case study.
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Table 5. Comparison on Amazon and Yelp Datasets (Supervised Scenarios)

Method
Amazon Yelp

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L

MeanSum 28.46 3.66 15.57 29.20 4.70 18.15
CopyCat 29.47 5.26 18.09 32.00 5.81 20.16

EMC-RS-RE 33.33 4.92 24.35 27.07 3.14 20.76

“supervised scenarios” indicates whether the datasets have standand reference summaries.

Table 6. Comparison Results on AmazonReviews (Unsupervised Scenarios)

Method
Cell phones Electronics Movies and TV

WO COV ADS WO COV ADS WO COV ADS

Centroid-based 34.14/30.30/29.38 0.13/0.21/0.18 0.54/0.60/0.56 29.31/25.85/29.97 0.13/0.21/0.19 0.59/0.50/0.53 27.16/24.45/26.27 0.14/0.20/0.26 0.50/0.57/0.36

Sim-Sa-Lead-3 33.09/27.98/25.78 0.14/0.27/0.25 0.31/0.37/0.35 24.83/23.74/22.72 0.17/0.26/0.25 0.38/0.39/0.31 26.47/22.50/22.21 0.14/0.33/0.30 0.39/0.38/0.46

Sim-Sa-Lead-3-RE 28.97/27.95/25.56 0.14/0.27/0.25 0.52/0.47/0.49 22.64/23.19/25.65 0.17/0.26/0.25 0.57/0.40/0.42 24.00/22.50/22.60 0.14/0.33/0.30 0.69/0.40/0.50

EMC-RS 41.26/37.70/37.86 0.39/0.62/0.66 0.45/0.54/0.94 37.39/32.42/36.27 0.46/0.62/0.73 0.46/0.48/0.98 34.65/29.32/33.05 0.46/0.64/0.74 0.42/0.46/0.97

EMC-RS-RE 38.62/38.89/37.90 0.39/0.62/0.66 1.28/1.29/1.51 36.39/32.40/36.46 0.46/0.62/0.73 1.29/1.33/1.59 32.27/29.00/32.93 0.46/0.64/0.74 1.38/1.49/2.03

Three values for each metric correspond to the results of unpopular, ordinary and hot products.

7.1 Performance in Supervised Scenarios

We first test the effects of model components, then we compare our work with several other
methods.

7.1.1 The Effects of Model Components. In supervised scenarios, we explore three fine-grained
similarity calculation methods for the re-ranking model and compare TextRank, Opinosis, EMC-
RS-Lead-3, Sa-Lead-3, Sim-Lead-3, and Sim-Sa-Lead-3 to test the effects of pre-processing.

The effects of similarity methods. We calculate similarity with three levels of granularity:
sentence-level, phrase-level, and word-level. To verify which one is more accurate, we utilize our
re-ranking model with each of them to get top-3 sentences as summaries. The results on Rot-
tenTomatoes are shown in Table 3. It shows that the rouge-1 score of Lead-3(Word-level) is 40%
higher than that of Lead-3(Sentence-level) and 26% higher than that of Lead-3(Phrase-level). This
indicates that the word-level similarity is more effective than others. It is worth noting that Lead-
3(N&A) only keeps nouns and adjectives and its performance is close to that of Lead-3(word-level).
This indicates the importance of nouns and adjectives. We use Lead-3(word-level) in the following
experiments.

The effects of pre-processing. We compare the effects of pre-processing methods in Table 4
(rows 1–6). We can see that the Rouge-1 score of Sim-Lead-3 (row 5) in RottenTomatoes is 21%
higher than that of TextRank (row 1) and 15% higher than that of Opinosis (row 2). Similarly, the
Rouge-1 score in Idebate of Sim-Lead-3 is 20% higher than that of TextRank and 23% higher than
that of Opinosis. The performance of Sim-Sa-Lead-3 (row 6) is even better than that of Sim-Lead-3,
e.g., Rouge-1 in RottenTomatoes improves by 3%. This indicates that the sentiment polarities are
able to improve the performance. However, the Rouge-1 score of Sa-Lead-3 is much lower than
Sim-Lead-3, indicating that similarity takes more effect. In summary, considering both sentiment
polarity and semantic similarity can improve the performance of pre-processing. Moreover, the
selecting model (EMC-RS-Lead-3) also performs better than TextRank, Opinosis, and Sa-Lead-3,
but a bit worse than Sim-Lead-3 and Sim-Sa-Lead-3. We study this deeply in more AmazonRe-
view datasets later, which show its advantages in unsupervised scenarios. Moreover, comparing
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Fig. 5. Evaluation of Ranking Methods.

EMC-RS-Lead-3 (row 3) with Doc-h, Doc-h-att, and Doc-hh-att, it indicates that the selecting model
performs better than those supervised baselines.

We also calculate the sim-to-summary scores of top-k (Lead-k) reviews and utilize the mean
value of scores to evaluate these ranking methods. The sim-to-summary score represents the se-
mantic similarity between a review and the human-written summary. As shown in Figure 5, the
improvements of our re-ranking method over TexRank is about 15%, indicating its effectiveness.

7.1.2 Comparative Studies. We conduct two groups of experiments for comparative studies.
The first group is on the movie review dataset RottonTomatoes and the argumentation dataset
Idebate. The second group is on the product review datasets, Amazon and Yelp.

Comparative studies on RottenTomatos and Idebate. For the first group comparison, we
compare the supervised models (Sim-Sa-Lead-3-ED and EMC-RS-Lead-3-ED) with state-of-the-art
methods (i.e., NN-ABS, Doc-Distraction, and Att-lead-n) to verify the effect on Rouдe scores and
METEOR. The results are displayed in Table 4. Note that EMC-RS-Lead-3 and EMC-RS-Lead-3-ED
have no results in Idebate, since there is no aspect imformation in the Idebate. Idebate describes
the professional and debated arguments on controversial issues. The arguments of each debate are
divided into “for” and “against.” EMC-Lead-3 and EMC-Lead-3-ED are based on the aspect-based
selecting model that skills in the aspect-based extractive summarization for items. Therefore,
these methods do not work on the Idebate dataset.

We compare the performance of summary generation methods and show the results in rows
7-14 of Table 4. The description of the methods can be found in Section 6.4. The results indi-
cate that our methods, i.e., Sim-Sa-Lead-3-ED and EMC-RS-Lead-3-ED (rows 13 and 14) perform
much better than others, e.g., the Rouge-1 scores in RottenTomatoes of Sim-Sa-Lead-3-ED is 97%
higher and EMC-RS-Lead-3-ED is 87% higher than Doc-Distraction. Comparing the results of Sim-
Sa-Lead-3-ED with EMC-RS-Lead-3-ED, Sim-Sa-Lead-3-ED is 5% higher. This indicates that, on
the review abstractive summarization task, the re-ranking model can be better for the neural ab-
stractive summarization models. Comparing the results of Doc-h, Doc-h-att, and Doc-hh-att (rows
10–12), we find that it is difficult for neural seq2seq models to process document-level datasets
and discover important reviews from the original reviews. This indicates that our pre-processings
with encoder–decoder model can improve the performance.

Comparative studies on Amazon and Yelp. For the second group comparison, we com-
pare the unsupervised models (EMC-RS-RE) with state-of-the-art methods (i.e., CopyCat and
MeanSum) to verify the effect on Rouдe scores . The results are displayed in Table 5. It shows that
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EMC-RS-RE performs better than others on Rouge-1 and Rouge-l in Amazon. To specific, the
Rouge-1 scores in Amazon of EMC-RS-RE is 17% higher than that of MeanSum and 13% higher
than that of CopyCat. The Rouge-l score in Amazon of EMC-RS-RE is improved by 35% than that of
CopyCat. While the Rouge-2 in Amazon of EMC-RS-RE decreases 6% than that of CopyCat. How-
ever, EMC-RS-RE performs worse on Rouge-1 and Rouge-2 in Yelp. Only Rouge-l of EMC-RS-RE is
higher than others. We analyze the reason and find that the reviews in Yelp dataset mainly describe
the food, which contain only a few aspects, and there are only a few reviews (e.g., 8) for each prod-
uct. Our unsupervised model is more suitable for dealing with e-commerce products that have a
large number of reviews. It tries to select the high-quality reviews that covering more aspects with
fewer sentences, which can remove redundancy from plenty of reviews. However, when there are
only a few reviews and a few aspects, the advantages of EMC-RS-RE cannot be fully taken.

Moreover, we conduct some human evaluation on Amazon and Yelp to check the quality of
summaries (Appendix A). The results validate that the review summary generated by our unsu-
pervised model is less redundant, and contains more detailed product descriptions. Moreover, the
summary generated by our unsupervised model is close to the original reviews.

7.2 Performance in Unsupervised Scenarios

In this subsection, we check the performance of our work in unsupervised scenarios with three
AmazonReview datasets. We first check the effects of review quantity and redundancy elimina-
tion, then we compare the performance of different methods. Note that we also tested with the
RottenTomatoes dataset, which shows similar trends. Hence, we do not display those results.

We compare three sets of models on the metrics of WO , ADS , and COV : (1) Centroid-based
method [48], which is a state-of-the-art extractive summarization method; (2) Sim-Sa-Lead-3,
which selects top-3 sentences by our re-ranking model and Sim-Sa-Lead-3-RE, that generates the
summary by our RE-RG algorithm based on Sim-Sa-Lead-3; (3) EMC-RS, which selects a review
subset by EMC-RS algorithm and EMC-RS-RE that generates review summary by our RE-RG al-
gorithm based on EMC-RS. Table 6 shows the comparison results. There are three values for each
metric, corresponding to the results of unpopular, ordinary, and hot products.

The effects of review quantity. We test the effects of review quantity on the summary quality
by checking the performance on the unpopular, ordinary, and hot products, as shown in Table 6. We
can see that the performance of the first set models, i.e., Centroid-based method, keeps relatively
stable among different review quantities on all the three metrics of WO , COV , and ADS . For the
second set of models, i.e., Sim-Sa-Lead-3 and Sim-Sa-Lead-3-RE, the performance has a steady
decline onWO with the number of reviews; e.g., the value ofWO for Sim-Sa-Lead-3 in ordinary
products increases 18% compared to that of unpopular products. The value ofCOV first increases
and remains keeps stable with the number of reviews; e.g., the value ofCOV on “Cell Phones” with
ordinary products increases by 93% compared to that of unpopular products. The value ofADS for
Sim-Sa-Lead-3-RE first decreases and then increases with the number of reviews; e.g., the value
of ADS decreases 6% on “Cell Phones.” For the third set of models, i.e., EMC-RS and EMC-RS-RE)
the value ofWO eventually decreases a little with the number of reviews, e.g., EMC-RS decreases
8% in “Cell Phones.” In contrast, performance keeps a steady growth on COV with the number of
reviews, e.g., EMC-RS-RE improving COV by 69% on “Cell Phones.” Similarly, the value of ADS
also increases, which improves by 1.08 times. In a word, the performance of the selecting model
on the three metrics is relatively stable. We want to emphasize that our unsupervised model can
handle the scenarios with a large number of product reviews and keep a better performance on all
the three metrics ofWO , COV , and ADS .

The effects of the redundancy elimination algorithm. We further compare the two meth-
ods within the second and the third set of models, so as to check the effects of our redundancy
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Fig. 6. The settings of threshold ε and the input sentence on RottenTomatoes.

elimination algorithm, as shown in Table 6. Comparing with Sim-Sa-Lead-3 in “Cell Phones,” Sim-
Sa-Lead-3-RE improves 68% on ADS , and the other two metrics remain almost unchanged. Sim-
ilarly, compared with EMC-RS, EMC-RS-RE increases in ADS by 1.84 times. This demonstrates
that our Redundancy Elimination algorithm (RE-RG algorithm) can improve the aspect density
for each sentence (ADS) of the generated review summary and make the summary more efficient.
Meanwhile, EMC-RS reaches slightly higher than EMC-RS-RE onWO , indicating that redundancy
elimination may slightly reduce the consistency with the original review.

Overall Comparison. We compare the performance of the three sets of models in three datasets
as shown in Table 6. We can see that our unsupervised method (EMC-RS-RE) performs the best
on three metrics, indicating that our model can generate summaries with high efficiency and
high consistency with the original reviews. For example, on the “Electronics” dataset, EMC-RS-RE
improves on WO by 28% over that of the Centroid-based method, improves 2.54 times on COV ,
and improves 1.19 times on ADS . Moreover, compared to Sim-Sa-Lead-3, EMC-RS achieves better
performance on three metrics, improving 1.38 times onCOV and around 37% and 23% onWO and
ADS , respectively.

In summary, compared with the re-ranking model, the sentences selected by the selecting model
can cover more aspects with fewer sentences and they are also more consistent with original
reviews. In addition, the selecting model is more efficient than the re-ranking model when there is
a large amount of reviews. Recall that the time complexity of the re-ranking model is O (k1 |N |2 +
|R | |r | |A|), while that of the selecting model is O (k2 |R |2 |r |2 |N |2), where |R |, |r |, |A|, and |N | are the
number of original reviews, sentences for each review, aspects, and nouns in the original reviews,
respectively; k1 and k2 are the number of iteration for the re-ranking model and aspect extraction
in the selecting model, respectively.

7.3 Parameters Sensitivity Analysis

To enhance the flexibility of the proposed model, some parameters are established. In this section,
we vary parameter ε to investigate their effects on the re-ranking model performance and param-
eters α and β to investigate its effect on the selecting model. We also investigate the performance
of the supervised method with different numbers of sentences in the dataset of RottenTomatoes.

The effect of the threshold ε on the Similarity Measurement. We check the effect of the
threshold ε by calculating the Rouge scores of our re-ranking model (Sim-Sa-Lead-3), varying ε
in [0.1,0.9]. The results are shown in Figure 6(a). It shows that with the increase of ε , all Rouge
scores first increase and then decrease slowly. Rouge scores reach their highest when ε = 0.4, and
it decrease slowly when ε > 0.7.
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Fig. 7. Varying β and α for coverage.

Fig. 8. Varying β and α for efficiency.

The effect of the top-k sentences. We test NN-ABS, Att-lead-n, and our supervised genera-
tion method (Sim-Sa-Lead-k-ED) with different numbers of top-k sentences on RottenTomatoes,
varying k in [1,8]. The results are shown in Figure 6(b). As k increases from 1 to 5, the Rouge-1
scores of all three methods increase. After that, the performance decreases.

The effect of the thresholdα and β on the selecting model. α and β are used to control the
coverage and efficiency of the selected review set. We check their effect as shown in Figure 7 and
Figure 8. It shows that when α increases, the coverage of the selected review set decreases. Figure 7
shows that generally, the coverage is optimal when α = 0.5 on “Electronics” and “Movies and TV”,
and it is optimal when α = 0.6 on “Cell Phones.” We use the constraint of E f f ≥ α to filter out
reviews with low efficiency. To keep the efficiency of the selecting model and the length of our
generated summary, α cannot be too small. The results for efficiency is shown in Figure 8. It shows
that the efficiency increases when β and α increases. The efficiency keeps a steady increase when
β increases, for α ∈ [0.5, 0.8]. In summary, a lower α is able to keep the coverage of generated
summaries and a higher β is able to keep the efficiency. Therefore, α is set to 0.5 and β is set to 0.9
in the selecting model, for all datasets we use in this article.

We first check the effect of the thresholds α and β by calculating the Rouge scores of our unsu-
pervised model on the labeled Amazon and Yelp datasets, varying β and α in [0.1,0.9]. The results
are shown in Figure 9. Figure 9(a) and Figure 9(c) show that when α = 0.5 and β increases, Rouge
scores almost keep steady. Figure 9(b) and (d) show that when we set β to 0.5, with the increases
of α , the Rouge scores decreases. It indicates that the datasets are not sensitive to β . Meanwhile, a
larger α filters more reviews out of the candidate sets, which indirectly decreases the Rouge scores,
since more information may be removed.

We also check the coverage and efficiency of the generated summary when varying α and β .
Figure 10(a) and (c) show that when α increases, the coverage of the selected review set decreases.
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Fig. 9. Varying α and β for Rouge scores.

Fig. 10. Vary α and β for coverage and efficiency.

This is because that a larger α filters more reviews out. In addition, the aspect coverage keeps
steady when keeping α unchanged and varying β . Meanwhile, Figure 10(b) and (d) show that as α
increases, the efficiency increases. However, as β increases, the efficiency almost keeps steady. We
analyze the reason and find that there are only a few reviews (e.g., 8) for each product in the labeled
Amazon and Yelp datasets and each review covers several aspects. It makes most of them be taken
as high-quality reviews. In fact, they are exact high-quality reviews from the human’s perspective.
Actually, our unsupervised model is more suitable for the scenarios with a large number of reviews
and having large redundancy. It tries to select the reviews that covering more aspects with fewer
sentences and it can remove redundancy from many of reviews. However, as the labeled datasets
have less redundancy, the filtering function of our model takes less effect.

7.4 Case Study

In this section, we conduct case studies on supervised and unsupervised scenarios.

7.4.1 Case Study on Supervised Scenarios. For supervised scenarios, we show the Top-5 reviews
selected by the proposed re-ranking model in Table 7 and Table 8. Table 7 is for SIM-ranking, which
selects by similarity score. Table 8 is for SIM-SA-ranking, which selects by both similarity score
and sentiment polarity. In the SA-Attention, SentiWordNet is used to generate a sentiment polarity
of each word within the reviews. The sentiment words in reviews are highlighted in red and the
summary is in blue. We compare them with the human-written summary. We adopt the sim-to-
summary score to evaluate the performance, which represents the semantic similarity between a
review and the human-written summary. It is calculated as follows:

score = cos (vr eview ,vsummary ), (16)

where vr eview and vsummary are the sentence embedding of a review and summary, respectively.
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Table 7. Top-5 Reviews Re-ranked by Sim-Lead-5 About Movie “Crazy Heart”
and Their Sim-to-summary Scores

Movie: Crazy Heart

Top-5 reviews by SIM-RANK:

1: Jeff Bridges realizing one of his most memorable film characters in years with a performance you won’t quickly forget.

2: This performance reminds us that Bridges is that rare actor who has never had to make that apology. Crazy Heart lets
him be every bit as grand as we’d hope him to be.

3: Without an ounce of doubt, Jeff Bridges’ portrayal of Bad Blake is superb.

4: Crazy Heart, written and directed by Scott Cooper, is a small movie perfectly scaled to the big performance at its
center.

5: It’s a bit too easy, a bit too familiar, and maybe even a bit too much fun. But the easy magic Bridges brings to the
screen makes it all work.

Summary: Thanks to a captivating performance from Jeff Bridges, Crazy Heart transcends its overly familiar origins
and finds new meaning in an old story.

SIM-to-SUMMARY score 1: 0.73 2: 0.67 3: 0.76 4: 0.65 5: 0.84

Table 8. Top-5 Reviews Re-ranked by Sim-Sa-Lead-5 About “Crazy Heart” and
Their Sim-to-summary Scores

Movie: Crazy Heart

Top-5 reviews by SIM-SA-RANK:

1: It’s a bit too easy, a bit too too familiar, and maybe even a bit too much too fun. But the easy magic Bridges brings to
the screen makes it all work.

2: A too wonderfully easy, too confident and muscular performance from Jeff Bridges - so easy, confident and muscular
that it doesn’t look like acting at all - saves this movie from being pure sentimental mush.

3: Without an ounce of doubt, Jeff Bridges’ portrayal of Bad Blake is too superb.

4: Jeff Bridges realizing one of his most memorable film characters in years with a performance you won’t quickly forget

5: This performance reminds us that Bridges is that rare actor who has never had to make that apology. Crazy Heart lets
him be every bit as too grand as we’d hope him to be.

Summary: Thanks to a captivating performance from Jeff Bridges, Crazy Heart transcends its overly familiar origins
and finds new meaning in an old story.

SIM-to-SUMMARY score 1: 0.84 2: 0.78 3: 0.76 4: 0.73 5: 0.67

The selected top-5 reviews in Tables 7 and 8 get high sim-to-summary scores, indicating that
our re-ranking model can offer better intermediate results for the input of the generation model.
It can also be applied to any dataset that includes user’s sentiment. Moreover, reviews 1, 3, 4, 5 in
Table 8 are also in Table 7, which are ranked 5, 3, 1, 2, and review 2 in Table 8 is a new one. The
sim-to-summary scores in Table 8 are higer and they are ranked in decreasing order. This indicates
that SIM-SA-RANK can re-rank reviews more reasonably.

The reasons are as follows. Reviews are used to express users’ feelings. Hence, the sentences
that contain more sentiment words are better at expressing the user’s feeling and they should
be selected. To quantify the sentiment of a review, we count the number of sentiment words in
a review. It is the simplest yet the most effective way to evaluate a review’s sentiment and it is
able to expedite our preprocessing. Taking the first review in Table 8 for instance, it contains three
positive sentiment words, which better expresses the user’s feeling than the first review in Table 7,
which has no sentiment words. Hence, comparing with SIM-RANK, the sim-to-summary score of
SIM-SA-RANK is better.
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Table 9. Top-3 Reviews Selected by EMC-RS About Phone “Nokia”

CellPhone: Nokia

Top-R1: (S1:) I have been using the Nokia E71 as a replacement for my Treo 680, and I must say it is a lot fancier, and
with a very improved battery life, with a much better bluetooth handling, as well as music management, email, and
possibility to chat and voip that is completely unbelievable with the previous cellular. (S2:) I must say that the thing I
miss the most is the task management, since it doesn’t even allow me to input tasks or todo’s directly from the home
screen and aside from that, it is a very good cell phone, and worth the $350 I paid for.

Top-R2: (S1:) I had trouble setting this up as it kept dropping my wifi signal. (S2:) I was also surprised to find that
Nokia’s Ovi map program still does not cover Israel. (S3:) I am returning it and getting an Android Motorola Flipout
Unlocked GSM Quad-Band Android Phone with Bluetooth, Camera, QWERTY Keyboard and Wi-Fi - Unlocked Phone -
US Warranty - Black with Google maps, which has covered Israel for years.

Top-R3: (S1:) Each phone does its own job and this one does a good job on music even with no headphones attached.
(S2:) Pro phone size and speakers on this phone are awesome (for a phone) display Nokia. (S3:) Computer Software
can even import Itunes music decent camera tethering. (S4:) Nokia headphones and CONS touch screen is laggy.
(S5:) All plastic feels cheaply made certain software hard to use or unusable, for some reason certain features that I
have used on other Symbian Nokia phones just do not seem to work properly on this handset. (S6:) If your seeking this
phone for business go elsewhere, but if you’re just looking for entertainment this is a great phone.

Table 10. The Summary of “Nokia” Phone by EMC-RS-RE Based on Top-3 Reviews

CellPhone: Nokia

The Summary of the Selected Top-3 reviews:
1. (Top-R1,S1)I have been using the Nokia E71 as a replacement for my Treo 680, and I must say it is a lot fancier,
and with a very improved battery (0.07) life, with a much better bluetooth (0.61) handling, as well as music
management (0.05), email, and possibility to chat and voip that is completely unbelievable with the previous cellular.

2. (Top-R1,S2) I must say that the thing I miss the most is the task management, since it doesn’t even allow me to
input tasks or todo’s directly from the home screen (0.03) and aside from that, it is a very good cell phone (0.78), and
worth the $350 I paid for.

3. (Top-R2,S2) I was also surprised to find that Nokia’s Ovi map program (0.02) still does not cover Israel.

4. (Top-R2,S3) I am returning it and getting an Android Motorola Flipout Unlocked GSM Quad-Band Android Phone
(0.78) with Bluetooth (0.61), Camera (0.11), QWERTY Keyboard (0.04) and Wi-Fi - Unlocked Phone - US Warranty -
Black with Google maps, which has covered Israel for years.

5. (Top-R3,S2) Pro phone size (0.15) and speakers on this phone (0.78) are awesome (for a phone) display Nokia.

Aspect sentiment ratio (positive : negative):
phone(30:1), camera(1:0), music(1:0), computer(1:0), battery(3:1), program(1:0), bluetooth(1:0), keyboard(1:0), size(1:0),
quality(1:0), screen(2:1)

7.4.2 Case Study on Unsupervised Scenarios. We conduct a case study in unsupervised scenarios
with the review set of the phone “Nokia.” The selected top-3 reviews by EMC-RS are shown in
Table 9 and the generated summary and aspect weights are shown in Table 10. Note that our
selecting model can adaptively determine the size of review subsets, while we have only presented
the selected Top-3 reviews. We use different colors to indicate the aspect polarity, red for positive
and blue for negative.

For review selection, we can see that in Table 9 the first selected review (Top − R1) covers 5 as-
pects and contains two sentences that have high gain-to-cost ratios. The second review contributes
to the aspects of “program,” “camera,” and “keyboard,” but the first sentence (Top − R2, S1) doesn’t
contain any new aspects. The third review contributes to the aspect of “size” (S2) and the other
sentences make no contribution.

For summary generation, we can see that in Table 10 the generated summary is concise and
covers all aspects that appear in the Top-3 reviews. Moreover, the weights of aspects in the over-
all product reviews can reflect the overall sentiment of users on different aspects. Finally, we
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summarize the ratio of the aspect sentiment, which can more directly display the proportion of
negative and non-negative sentiment on each aspect. For example, Table 10 shows that 7% of re-
views describe the positive “battery” aspect in the whole reviews, among which, 75% of reviews
consider the phone’s “battery” as positive and 25% as negative.

7.5 Summary of Experiments

We propose review summary generation frameworks for supervised and unsupervised scenarios.
They achieve good results on different datasets. The main findings of the experiments are as fol-
lows.

The sentiment polarities of reviews is important. User-generated reviews are different from other
text documents in that they reflect users’ personal sentiment. When people read reviews, they
usually care more on what aspects are described and which sentiment polarities are expressed
toward the aspects. Therefore, the re-ranking model and selecting model with sentiment analysis
show good performance.

For supervised scenarios, the re-ranking-ED works better than the selecting model. This is because
it is difficult to conduct aspects extraction on some review datasets without clear aspects. A su-
pervised generation model adopting a deep learning framework is able to find some latent aspects
of reviews automatically. This model is better at dealing with complex review datasets containing
humman written summaries.

For unsupervised scenarios, the unsupervised method (EMC-RS-RE) is faster and better at dealing

with many reviews of popular e-commerce products. It is able to generate review summaries that
can cover more aspects with high efficiency. In addition, the selecting model is faster than the
re-ranking model in dealing with unlabelled datasets.

8 CONCLUSION

In this article, we design two pre-processing models, the re-ranking model and the selecting model,
and propose comprehensive Review Summary Generation frameworks to deal with the supervised
and unsupervised scenarios. For the pre-processing: The re-ranking model is used to re-rank the
sentences of the reviews by their semantic similarity and the user’s sentiment and the selecting
model is used to select the review subset covering more aspects with fewer sentences. For summary
generation: We apply the encoder–decoder model to generate the review summary for supervised
scenarios, and eliminate the redundancy of the selected review set or sentences to generate the
summary for unsupervised scenarios. Experiments in real datasets demonstrate the advantages of
our work. In the current work, we focus on generating review summaries to preserve all of the
most important information in original reviews. In future work, we are interested to improve the
readability of generated review summaries.

APPENDICES

A HUMAN EVALUATION

We perform human evaluation using best-worst scaling as in Reference [9]. We use their test
dataset, which includes 50 businesses from the human-annotated Yelp test set and 30 test products
from the Amazon set. We recruited three workers to evaluate each summaries generated by our
unsupervised model, CopyCat, and human annotators (i.e., gold summary). It is worth noting that
there is no large datasets of Amazon and Yelp with human-annotated summaries for training our
supervised model. Therefore, we cannot conduct human evaluation on supervised model. The
reviews and summaries were presented to the workers in random order and were judged using
Best-Worst Scaling.
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Table 11. Human Evaluation Results in Terms of the Best-Worst Scaling

Method
Amazon Yelp

Fluency Coherence Non Red. Opinion Cons. Consistency Richness Overall Fluency Coherence Non Red. Opinion Cons. Consistency Richness Overall

CopyCat 0.06 -0.067 0.02 -0.047 -0.14 -0.127 -0.067 0.033 -0.056 -0.111 -0.067 -0.122 -0.233 -0.056

EMC-RS-RE -0.133 -0.113 0.02 0.007 0.093 0.087 0.013 -0.178 -0.044 0.067 -0.011 0.111 0.189 0.044

Gold 0.073 0.093 0.047 0.04 0.047 0.04 0.053 0.144 0.1 0.044 0.078 0.011 0.044 0.011

We use the following metrics to perform the human evaluation. It includes (1) Fluency: the
summary sentences should be grammatically correct, easy to read and understand; (2) Coherence:
the summary should be well structured and well organized; (3) Non-redundancy: there should be
no unnecessary repetition in the summary; (4) Opinion consensus: the summary should reflect
common opinions expressed in the reviews; (5) Consistency: the review summary should be con-
sistent with the original reviews; (6) Richness: the summary should contain more detailed product
descriptions; (7) Overall: based on your own criteria (judgment) please select the best and the
worst summary of the reviews.

For every criterion, a system’s score is computed as the percentage of times it was selected as
best minus the percentage of times it was selected as worst. The scores range from −1 (unani-
mously worst) to +1 (unanimously best). The results are shown in Table 11.

We can see that the review summaries generated by three models are not very different on the
seven metrics. Moreover, the difference in Overall between our unsupervised model and gold sum-
maries is not statistically significant. The summary generated by our unsupervised model is better
than CopyCat on Non Redundancy, Consistency, Opinion Consensus, Richness and Overall. Com-
pared with CopyCat, our unsupervised model performs slightly worse in Fluency and Coherence.
This is because that our unsupervised model generates summaries based on aspect sentiment ex-
traction. The more aspects contained in a review sentence, the more we think it is valuable, while
ignoring the fluency of the summary itself and the relevance between sentences. The human eval-
uation results show that the review summary generated by our unsupervised model is less redun-
dant, and contains more detailed product descriptions. Moreover, the review summary generated
by our unsupervised model is more close to the original reviews.

B A CASE STUDY ON AMAZON

To display the detailed process of our unsupervised model (EMC-RS-RE) on summary generation
with different parameters, we conduct a case study using the labeled Amazon dataset [9]. Each
product contains a few (e.g., 8) processed reviews. Tables 12 and 13 show the details of summary
generation with the unsupervised model (We use different colors to indicate the aspect polarity,
red for positive and blue for negative). We find that the Top − 1 review has the highest gain/cost
when α = 0.5, β ∈ [0.1, 0.8]. What’s more, the selected review contains more aspects, e.g., price,
quality, and so on. Similarly, the second selected review also contributes to several new aspects.
The final summary generated by EMC-RS-RE is more concise and non-redundant. Compared to
the summary generated by Copycat, the summary by our unsupervised model contains more as-
pects and more information. However, the generated summary by our model is longer than that
generated by Copycat. Finally, we also summarize the weight of the aspect sentiment, which can
more directly display the proportion of negative and non-negative sentiment on each aspect. Since
the original review sets contain only a small number of aspects, and these aspects are concentrated
in a few reviews, our unsupervised model tends to extract these reviews.

Table 12 shows the process when α increases and β = 0.5. We can see that as α varies from 0.1
to 0.5, the Rouge scores keep steady and the generated summaries are the same. Moreover, the
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Table 12. Case Study on the Labeled Amazon Dataset by EMC-RS-RE (β = 0.5, varying α )

Aspect sentiment ratio (positive : negative):
problems(1:0), disc(2:0), dvd(3:2), price(2:0), quality(2:0), color(1:0), gold(3:0)

The Generated Summary by Copycat: It’s a great product. I have had no problems with it and the price is right. I
would recommend this product to anyone who wants a good quality product.

EMC-RS-RE: α = 0.1, 0.2, 0.3, 0.4, 0.5, β = 0.5

The Summary of the Selected Top-3 reviews:
1. (Top-R1) Yes, hp dvd’s (0.1875) are dvd’s (0.1875) for the better. Better price (0.125). Better quality (0.125). I
have used these over the years for many different projects and the quality (0.125) is there and so is the price (0.125). I
have had trouble with some other brand named dvd’s, but not with hp.

2. (Top-R2) I have had a ton a problems (0.0625) with these discs (0.125). After about 30 minutes of a dvd (0.125), it
begins to get choppy and become unviewable. Looking at the burn side of the disc (0.125), there is a area where you
can see the burning stopped and i guess picked again. Do not recommend.

3. (Top-R3) Vendor describes the product as being gold (0.1875) in color (0.0625). It is not it is silver. I know that hp
no longer manufactures the gold (0.1875) was hoping this vendor had some gold version of dvd (0.125) + r in it
inventory. They need change the picture and description to silver instead of gold (0.1875).

The Generated Summary by EMC-RE-RS: Yes, hp dvd’s are dvd’s for the better. Better price (0.125). Better
quality (0.125). I have had a ton a problems (0.0625) with these discs (0.125). After about 30 minutes of a dvd (0.125),
it begins to get choppy and become unviewable. Vendor describes the product as being gold (0.1875) in color (0.0625).

Rouge-1: 38.18, Rouge-2: 3.7, Rouge-L: 30.06

EMC-RS-RE: α = 0.6, 0.7, β = 0.5

The Summary of the Selected Top-3 reviews:
1. (Top-R1) Yes, hp dvd’s (0.1875) are dvd’s (0.1875) for the better. Better price (0.125). Better quality (0.125). I
have used these over the years for many different projects and the quality (0.125) is there and so is the price (0.125). I
have had trouble with some other brand named dvd’s, but not with hp.

2. (Top-R2) Vendor describes the product as being gold (0.1875) in color (0.0625). It is not it is silver. I know that hp
no longer manufactures the gold (0.1875) was hoping this vendor had some gold version of dvd (0.125) + r in it
inventory. They need change the picture and description to silver instead of gold (0.1875).

The Generated Summary by EMC-RE-RS: Yes, hp dvd’s (0.1875) are dvd’s (0.1875) for the better. Better price
(0.125). Better quality (0.125). Vendor describes the product as being gold (0.1875) in color (0.0625).

Rouge-1: 45.45, Rouge-2: 7.4, Rouge-L: 26.15

EMC-RS-RE: α = 0.8, β = 0.5

The Summary of the Selected Top-3 reviews:
1. (Top-R1) Yes, hp dvd’s (0.1875) are dvd’s (0.1875) for the better. Better price (0.125). Better quality (0.125). I
have used these over the years for many different projects and the quality (0.125) is there and so is the price (0.125). I
have had trouble with some other brand named dvd’s, but not with hp.

The Generated Summary by EMC-RE-RS: Yes, hp dvd’s (0.1875) are dvd’s (0.1875) for the better. Better price
(0.125). Better quality (0.125).

Rouge-1: 25.45, Rouge-2: 1.8, Rouge-L: 18.0

Rouge scores are the highest when α = 0.6 or 0.7. In EMC-RS-RE, α is used to filter out inefficient
review. We can see that as α increases, the selected summary is further filtered.

Table 13 shows that with the increase of β , i.e., [0.1,0.8], the generated summary by EMC-RS-RE
is the same, except when β = 0.9. This is because the dataset contains only a few reviews and each
review is of high quality. It indicates that the results are not sensitive to β in the labeled Amazon
dataset. Those findings are consistent with the parameter sensitivity analysis in Section 7.3.
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Table 13. Case Study on the Labeled Amazon Dataset by EMC-RS-RE (α = 0.5, varying β)

Aspect sentiment ratio (positive: negative):
problems(1:0), disc(2:0), dvd(3:2), price(2:0), quality(2:0), color(1:0), gold(3:0)

The Generated Summary by Copycat: It’s a great product. I have had no problems with it and the price is right. I
would recommend this product to anyone who wants a good quality product.

EMC-RS-RE: α = 0.5, β = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8

The Summary of the Selected Top-3 reviews:
1. (Top-R1) Yes, hp dvd’s (0.1875) are dvd’s (0.1875) for the better. Better price (0.125). Better quality (0.125). I
have used these over the years for many different projects and the quality (0.125) is there and so is the price (0.125). I
have had trouble with some other brand named dvd’s, but not with hp.

2. (Top-R2) I have had a ton a problems (0.0625) with these discs (0.125). After about 30 minutes of a dvd (0.125), it
begins to get choppy and become unviewable. Looking at the burn side of the disc (0.125), there is a area where you
can see the burning stopped and i guess picked again. Do not recommend.

3. (Top-R3) Vendor describes the product as being gold (0.1875) in color (0.0625). It is not it is silver. I know that hp
no longer manufactures the gold (0.1875) was hoping this vendor had some gold version of dvd (0.125) + r in it
inventory. They need change the picture and description to silver instead of gold (0.1875).

The Generated Summary by EMC-RE-RS: Yes, hp dvd’s (0.1875) are dvd’s (0.1875) for the better. Better price
(0.125). Better quality (0.125). I have had a ton a problems (0.0625) with these discs (0.125). After about 30 minutes
of a dvd (0.125), it begins to get choppy and become unviewable. Vendor describes the product as being gold (0.1875)
in color (0.0625).

Rouge-1: 38.18, Rouge-2: 3.7, Rouge-L: 30.06

EMC-RS-RE: α = 0.5, β = 0.9

The Summary of the Selected Top-3 reviews:
1. (Top-R1)Yes, hp dvd’s (0.1875)are dvd’s (0.1875)for the better. Better price (0.125). Better quality (0.125). I have
used these over the years for many different projects and the quality (0.125)is there and so is the price (0.125). I have
had trouble with some other brand named dvd’s, but not with hp.

2. (Top-R2)Vendor describes the product as being gold (0.1875)in color (0.0625). It is not it is silver. I know that hp
no longer manufactures the gold (0.1875)was hoping this vendor had some gold version of dvd (0.125)+ r in it
inventory. They need change the picture and description to silver instead of gold (0.1875).

The Generated Summary by EMC-RE-RS: Yes, hp dvd’s (0.1875)are dvd’s (0.1875)for the better. Better price
(0.125). Better quality (0.125). Vendor describes the product as being gold (0.1875)in color (0.0625).

Rouge-1: 45.45, Rouge-2: 7.4, Rouge-L: 26.15
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