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Abstract—IP address autoconfiguration poses a challenge forseparately, to maintain state information and ensure address
mobile ad hoc networks (MANETS) since it has to be done to ensurgniqueness.

correct routing. Protocols for IP address autoconfiguration can be ) .
classified into two categories. In thetatelesscategory, nodes in Research on IP autoconfiguration typcally focuses on state

the network do not keep IP allocation information, thus duplicate ful protocols, which differ in the mechanism used to maintain
address detection (DAD) is used to resolve possible address conflic. state information. MANETConf [1] deploys full replica-

Protocols in the stateful category require nodes, cooperativelytion; each node keeps IP allocation information of the entire
or separately, to maintain state information and ensure addres§,etwork. The confirmations from all the nodes in the MANET

uniqueness. They use either a full replication or no replication : - - .
scheme to maintain IP information. In this paper, we propose Jare required to perform IP address configuration. It provides

quorum based IP address autoconfiguration protocol in MANETsNIgh address availability and network reliability, by scarifying
using partial replication. Making the compromise between messaggiemory usage and configuration latency.

overhead and data consistencyjuorum voting enforces data  Using the opposite scheme, protocols [2] and [3] require
consistency by ensuring a fresh read upon every access so thah 415 replication and only collect global information in

each node is configured with a unique IP address. The protocol is iodi Whil h d dat lobal stat
scalable and no central server is involved. Extensive experimentd PErodic manner. lle each node upadates global state

are implemented comparing the configuration latency, messagéformation from periodic synchronization in [2], only the
overhead and address reclamation cost between our protocol arfitst node that enters the network (C-root) maintains the

existing stateful protocols. The simulation results show that nodegjiobal information in [3]. Keeping disjoint IP address blocks,

are configured in lower latency and the message overhead fo : ;
maintaining the network is fairly low. Moreover, the proposed bromco' [2] manages to reduce the configuration latency by

protocol greatly enhances the address availability by keeping proptﬁ”owmg one node to perform configuration for new nodes.

redundancy. The distributed IP assignment scheme [3] achieves even lower
Keywords: [P Autoconfiguration, mobile ad-hoc networks memory usage since only a portion of nodes are maintaining
(MANETS), quorum voting, scalability. the disjoint IP address blocks. However, it does not provide

solutions for address borrowing, and the global information is

maintained by a single node.

) ) Both full replication and non-replication have advantages
A mobile ad-hoc network (MANET) consists of a set ofng gisadvantages. Partial replication is intended to achieve

mobile nodes communicating via multi-hop wireless linkgetter performance by balancing the replication level. It makes

and operating in the absence of a supporting infrastructuggmpromise between full replication and non-replication, and
MANETSs can be stand-alone networks or connected to Bfings the protocol the following benefits:

external network, such as the Internet. A node in the network
can either communicate directly with its neighbors within
transmission range, or with distant nodes out of transmission
range via multi-hop routing. Most routing protocols assume
that mobile nodes in MANETSs are configured with a unique
identifier (ID) before routing can be initiated. An IP address,
among a number of protocol parameters that are needed to be
configured, can uniquely identify a node within a network. It
ensures correct package delivery. Replicated IP state information is maintained locally at
Autoconfiguration protocols are intended to configure eadlifferent nodes, therefore it is necessary to usmisistency
node in the MANET with a unique IP address and handle dgentrol protocol which manages the replicas in the presence
namic network situations. Existing autoconfiguration protocotd configuration and node departure. Usually the consistency
can be classified into two categoriestatelessand stateful. is maintained by making sure that each read is fresh and that
For stateless protocols [9][11][14], nodes in the network dgpdates are performed by at most one nd@eorum voting
not keep IP allocation information, thus duplicate addressisures the consistency of IP state information by using mutual
detection (DAD) is used to resolve possible address conflicexclusion. Votes are collected from nodes in a quorum on every
Stateful protocols [1][2][3] require nodes, cooperatively oread and updates are committed in the quorum. The formal

I. INTRODUCTION

1) Enhanced reliability: Nodes can access the IP state
information stored in one node even if it failed or the
network partitioned.

2) Improved responsivenesdew nodes can acquire IP

addresses even if most of them enter the network at

the same spot, since replication extends the IP address
block of an allocator.



definition of quorum is provided in section Il. Properties ofP address to a newly entered node could be accomplished
our protocol by using quorum voting are: in a global or local manner. If each node keeps the whole
1) Address uniquenessfwo nodes cannot be configuredP address spacéufly replicated, the allocator is required to
with the same IP address because only one allocatorfligod the entire network for each configuration. The scalability
able to collect enough votes from the same set of cluste@uld be improved if each node kept disjoint IP address space
heads. (unreplicated, which would enable the allocator to indepen-
2) Data consistencyOnce network partition occurs, andently configure new nodes. However, maintaining disjoint IP
IP address can be used in only one of the partition@gldress space incurs the reliability issue that the departure
networks since majority votes are to be collected off @ single allocator would lead to IP address leaking. The
configuration. proposed protocol deploys jgartial replicated approach. It
3) High address availability'The IP space of an abruptly configures nodes locally based on quorum collection and
vacated node is usable as long as enough copies Bfgvides increased network reliability.
maintained in the network. Address reclamationNodes might leave the MANET after
One potential problem of quorum voting is that the numb&ccomplishing their tasks or, due to the energy limitation,
of nodes required in a quorum for performing an operatidh€y Might abruptly leave, which causes address leaking. The
increases linearly with the number of replicas. One way ffldress reclamation process is deS|gned to reclaim unused
reduce a quorum is by organizing the nodes into clusters sffgdresses and resolve address leaking. In former protocols
storing the physical copies at the cluster heads. In our protoddil[2l[3], address reclamation is initiated reactively (event-
only cluster headsnaintain the IP address block and configur@fiven) such as certain nodes fail to reply to the configuration
entering nodes. They are at least two hops away from otfgfuest. Usually address reclamation invohesadcasting
cluster heads. Other than cluster headspmmon nodgoins address collection messages globally, thu_s incurring high mes-
a cluster and acquires one IP address from the cluster h&8g€ overhead. A node failing to respond is considered to have
after it enters the MANET. We refer to a node requestin'&ft abruptly, an('j.|ts address shall be coIIecteq 'for future use.
configuration as the “requestor” and the node allocating theNetwork partition and mergeNetwork  partition occurs
address for the requestor as the “allocator”. The cluster he¥f3€n one or more nodes moves out of the transmission range
of adjacent clusters are referred to as adjacent cluster heaf.the rest of the nodes in the network. A unique ID is
The configuration process requires the allocator to colle@§Signed to each partition so that the network partition can
a quorum from its adjacent cluster heads for a proposed @ detected when a package with a different partition ID is
address upon the configuration request. The information wiifceived. Reusing the addresses of departed nodes increases
the latest time stamp is chosen to determine the availabilfje available address space. However, it leads to possible
of the address. After configuring the requestor, the allocaf@fdress conflicts once partitioned networks merge. In the
shall update the IP address status. quorum-based protocol, only the majority partition is able to
The remainder of this paper is organized as follows. Seg@llect a quorum on configuration, through which it ensures
tion Il presents background information. Related work i€onsistency of IP state information.
provided in Section Ill, followed by a detailed description
of the proposed protocol and its extension in Sections I¥. Clustering
and V, respectively. The simulation results are presented andy cluster structure is a two-layer hierarchical network that
discussed in Section VI. Finally we concluded our work iRartitions the network into a group of clusters. Unlike tradi-
Section VIL. tional clustering algorithms, clusters are dynamically formed
as the nodes enter the network in our protocol. If there exists a
Il. BACKGROUND INFORMATION cluster head that is within two hops, the entered node becomes
A MANET is a self-configuring network of mobile nodesthe common node. Otherwise it becomes a new cluster head.
(and associated hosts) connected by wireless links, the unkech cluster has one cluster head that configures all other
of which forms an arbitrary topology. The nodes are free tmembers in the cluster. Two cluster heads cannot be neighbors.
move randomly and organize themselves arbitrarily; thus thégure 1 shows the network hierarchy after clustering.
network topology may change rapidly and unpredictably.

C. Quorum Voting

A. Properties and Challenges Quorum voting is deployed in order to maintain the con-
IP address autoconfiguration requires nodes in the MANESIStency of replicated IP information kept by different nodes
to be configured with unique addresses, deal with migratian, the presence of configuration, node movement, address
operate cooperatively to reclaim unused addresses, and deteciamation and network partition. Quorum voting is simple

address conflicts after network partition and merge. Theretgsimplement and its correctness is easy to prove.
no centralized server. Instead, all nodes collectively performThe quorum voting algorithm is implemented by storing a
the functionality of a server. The main challenges of IBhysical copy of an allocator’s IP space at its adjacent cluster
autoconfiguration are: head. Each copy of an IP address is associated wiilma

IP uniqueness:Depending on how the IP addresses argampwhich is equal to zero initially and is incrementally
distributed and maintained among nodes, allocating a uniguereased each time the copy is updated. An allocator can



By applying dynamic linear voting algorithm to Figure 1
when cluster head is the distinguished node, we could
dynamically adjust the quorum sets tft, 2, 3}, {1, 4, 6},
which increases the probability of successful vote collection.
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600} IIl. RELATED WORK

In this section we review the IP autoconfiguration protocols
in literature. Stateless and stateful protocols are introduced.
Query-based DAD (duplicate address detection) approach [9]
for address autoconfiguration in ad hoc networks proposed by
Perkinset al. deploys a stateless scheme. A newly entered
node selects a random IP address that has not been used
by another node (from the view of allocator) and verifies
its availability with all the other nodes in the network by
broadcastingthe Address RequefAREQ) message. The node
with the same IP address is supposed to reply the message. The
new node is configured with the address if Address Reply
(AREP) s received afteAREQRETRIEStime broadcasts. This
approach has low complexity and ensures even distribution of
process configuration requests provided it can collect Voigs gqgresses. However, the latency and message overhead of
from at least| n/2 | other nodes, where is the number of {he configuring can be very high. Besides, network merging
nodes. The set of these nodes is referred to as a quorum. js not considered in this approach.

Definition 1: Let U be a universe ofn elements. A set  ganket N.et al. propose a distributed dynamic protocol,
systemsS = _{S1, 523 ..., Sm} is said to be a quorum systemy ANETconf [1], for autoconfiguration in the MANET. In this
over the universé/ if vi, S; C U andVi, j Si NS # 0. Each protocol, each node maintains the whole IP address pool, and
set.S; is referred to as a quorum set or simply as a quoruny|ghalfloodingis required on configuration of each new node.

Applications of quorum systems concentrate on dlStI’Ibut%dress leaking is detected when nodes fail to reply to the
control and management problems such as mutual exclusiggyification request in the process of configuring new nodes.
data replication, and secure access control. Implementifigis protocol addressed problems involving network partition
mutual exclusion using quorum systems requires nodes cokq merging. However, global flooding may lead to scalability
lecting permissions from all members in a quorum set whilgges as the network expands.
configuring new nodes. o Mohsin and Prakash proposed a proactive IP address as-

In t'h'e typ_lcal apphlcatlon of data rephgqﬂon, quorum Setéignment approach [2], in which nodes maintain disjoint IP
are divided into reading quorums and writing qUOrUMSsy,  a4qress space. Each node is capable of configuring a new
where each reading quorum intersects each writing qUOrUfyqe independently. Although the communication overhead for
By satisfying the following conditions, we ensure that no Wegnfiguring new nodes is reduced, each node has to maintain
nodes can be configured with the same IP address. the IP allocation table of the whole network and synchronize

w>v2andr + w > v the information periodically. A node keeps track of its buddy

) node. In doing so address leaking can be detected when it
wherew is the total number of votes. loses track of its buddy node.

Referring to Figure 1, red nodes are cluster he'ads af‘d Whl'[E‘Sheu et al. propose a distributed IP address assignment
nodes are common nodes. Nadbacks-up the copies of its IPScheme [3] for Ad hoc networks. In this scheme, only co-
address_block in noda, 3, 4, 5, 6, and at the same time SIOreS, rdinators maintain IP address pools and are responsible for
the r_epllcas from these nodes. The quorum system Coma&%%figuring new nodes with IP addresses. Coordinators in the
possible quorum setq1, 2, 3, 4}, {1, 2, 3, 5}, {2, 3, 4, 5}. network form a virtual C-tree [3] in order to periodically

o _ update their address allocation information to C-root, which
D. Dynamic Linear Voting is the first node that entered the network. It configures nodes

A set containing exactly half the nodes in the quorurnm lower latency and incurs less control overhead than [2]
system does not constitute a quorum (majority set) undehen the number of nodes is above 140. However, it does not
the voting algorithm. Otherwise, two quorums could coexisupport network partition and merge. Detection of departed
without intersection, possibly destroying the consistency abdes and maintenance of the IP allocation table of the
the replicated data. By choosingdéstinguished nodethe set entire network relies on the C-root, thus C-root becomes the
constitutes a quorum if it contains the distinguished node. mainstay, but also the bottleneck of the protocol.
applies only when the number of copies is even. Boleng [10] proposes a variable length address assignment

Definition 2: When reading or updating the allocation in-approach in MANET. A newly entered node is configured
formation of an IP address, a distinguished node [19] is theiith an address higher than the current highest address in
cluster head that has the address in lieSpace the network. Each node keeps track of the number of bits
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Fig. 1. Clustering and quorum set



currently used for addressing and the highest address. These
two addressing parameters are embedded in every packet
and updated proactively. It supports network partition and
merging. However variable length addresses reduce storgge
resource consumption, realizing the assignment could be> @
challenge. Moreover, we cannot neglect the message overhead / con e / A
for proactively maintaining addressing parameters. . °%°‘G ‘ o_avorun o /

In order to tackle the problems of unbounded message ~ \. \\ ’ PN \
delay and undetected address conflicts in the presence ¢ °
partition, Vaidya proposes Weak DAD [11] for IP address auto- \ \o
configuration in MANETS based on link state routing. It allows

two nodes to be configured with the same IP address as lan i

. . 5;?12 Common node Fig. 3. Cluster head
as messages are routed to the correct destination. In addlﬁ
to IP address, the scheme assumes every node is configured

with a unique key based on MAC address or hardware ID.

However, an address conflict cannot be detected if two nod¥® receive response after a periodTof, it rebroadcasts the
with the same IP address choose the same key. request until the thresholslax,. times is reached. It becomes

In passive DAD [14], each node analyzes incoming routirﬂj‘e first cluster head and obtains the whole IP address space
packets to detect possible conflicts. Continuous monitorify the network.
on routing traffic is required in order to achieve bandwidth The following nodes entering the network first listen to the
efficient DAD. In contrast to Active Duplicate Address Deperiodic hello message to obtain neighbor information. The
tection (ADAD), which is applied by most of the distributechello message contains the IP addresses of the sender and
IP configuration protocols, PDAD generates no additiongluster heads within three hops. Say ne@aters the network,
protocol overhead on detecting duplicates. Address confligtsthere is an allocator less than two hops away, it sends
are detected by deriving hints from events which rarely occOtessageCOM REQ requesting a free IP address. The cluster
in cases of unique addresses but often occur with dupliciteadA proposes an IP address and verifies whether the address
addresses. is occupied with adjacent cluster heads in a quorum set. The
latest time stamp is used to decide the availability of the
IV. SOLUTION DESCRIPTION address. Allocatord configures nodé with the proposed IP
address if the address is free. Otherwise it starts a new round of

Making a tradeoff b-etween message pverhead and MEMBorum collection on another IP address. After it is configured
storage, the IP state information is replicated locally at adjgd- e a common noded updates the IP state information

cent cluster heads, a_nd configuring new nodgs Is accomplistigg cluster heads in the quorum. Figure 2 shows the message
through quorum voting. The protocol configures each no ?(Change of the common node configuration process.
with a unique IP address and supports node movement, de-

parture, network partition, and address reclamation. Addreséf there is no clust_er head within two hops, noyjes_ends_
borrowing and quorum adjustment are provided as well _REQmessage to its nearest cluster head for configuration.

supblv higher performance. e allocator assigns hah_c its IP .block aftgr quorum collection.
upply g P The newly entered node is configured with the first address of
the IP block and declares itself a new cluster head. Figure 3

A. Data Structure demonstrates the configuration process for cluster head
The IP space maintained by a cluster heddconsists of  We also apply an alternative to enable even distribution of IP
the following data structure: addresses. Instead of unicasting the allocator, the entering node

« IPSpace IP address block that is assigned to a clustéirst requests the information of the IP block size of cluster
head during configuring. OnlpSpaceof the allocator is heads in the neighborhood. It chooses the allocator with the
divided and assigned during configuration. largest available IP block to be its configurer. The message

« QuorumSpacelP address block maintained by adjacergxchanges are demonstrated in Table 1.
cluster heads. Addresses in this set can also be used by
U when all addresses i®Spaceare occupied.

Each cluster head maintains the routes to the cluster heads Requestor Allocator Adjacent CHs
in its QDSet which contains adjacent cluster heads Wf CHREQ  — ©
within three hops.QDSetis initialized during configuration — o
and updated whenever new votes are distributed. QUORLMCLT  —> o
<o “— QUORUM.CFM
o . § . < — CH.CFG
B. Network Initialization and Address Configuration CHACK — o

Our protocol assumes reliable delivery of messages within
transmission range. The first node entering the network broad-
casts a configuration request for a free IP address. If it does

Table 1:Cluster head configuration



C. Node Movement and Departure and the latest IP allocation table is used. However, it involves

Nodes in MANETSs have limited energy capacity and movalobal flooding when a large amount of nodes abruptly leave
randomly. Movement of nodes will not lead to the changing §fi€ network. _ o
their IP addresses, however, it would incur message overhead e cluster head) detecting the abrupt leave of its adjacent
for location updates. After fulfilling their task, nodes may leaveluster head, or running out of IP addresses in bBtpace
the network. A node moving out of the transmission range 8f1d QuorumSpaceinitiates the address reclamation process.
all the other nodes in the network is considered as having |EfProadcastsADDRREC message. Each common node con-
the current network. figured byU that receives this message is supposed to send

Each node keeps the IP address of the cluster head by wHRFSSAGRECREP o their closest cluster head, with the 1P
it has been configured, which we refer to asanfigurer A address ofJ mformlng it of their emstencg. I¥/ has the copy
node could gracefully leave the MANET by returning its IFPf U'S QDSet it updates the quorum set in FIQD,Setand set
address or address space to its configurer before its departtig,address to occupied. ¥ is not an item inU's QDSet it
or abruptly depart without notice. We first consider gracefffill forward the message to its adjacent cluster heads until the
departure, the simpler scenario. Location updates for comm@fpcation information is updated.

nodes and cluster heads are explained below.

1) Common Node: Periodic updai® applied for common V. PROTOCOLEXTENSION
node location update. The nodemoving out of three hops A. Address Borrowing
of its configurer informs the current nearest cluster heauf In the former approach [2], borrowing IP addresses requires

its existence with messagiPDATELOC (configurer , IP) The  each node to maintain a global IP allocation table for the entire
nodeC is recorded as's administratorand its IP address will network. By looking up the table, the allocator requests an IP
be included in the neXyPDATELOC message when it is more aqdress from the node that has the largest block of IP address.
than three hops away from its administrator. When leaving the|n our scheme, each cluster head maintainsrSeaceof its
network, it returns its IP address to the nearest cluster Deagyyn and the nodes iQDSet It extends the IP space of a cluster
and leaves the network once the acknowledgement BoiS1 head by up to 5.5 times according to the simulation results.
received. By using the information of messagRDATELOC,  Replication greatly increases the size of IP space maintained
the IP address will be returned to its allocatdy.or a cluster py one cluster head, hence increasing the address availability.
headE, which belongs to th@Dsetof the configurerA or C A cluster head first configures new nodes with addresses in
updates the quorum set in ti@Set and sets the address topgpace Once it runs out of addresses liPSpace it starts to
vacant. use addresses QuorumSpaceas long as enough votes from a
Periodic updates incur extra message overhead when nOQGérum can be collected.
are highly mobile. If message overhead is the main issue of thexithough replication reduces the probability of address de-
network, we deploy theipon-leave updatscheme by which pietion, it still could happen. In this case, instead of initiating
nodes only send messag®TURNADDR with information an address reclamation process, the cluster head acts as an

(configurer, IP)to the nearest cluster head upon departure. TRgent and forwards the message exchanged for configuration
address allocation update is the sampexgodic updateexcept petween its configurer and the requester.

that the message is broadcasted to adjacent cluster heads.

2) Cluster Head:After being configured, each cluster hea% Quorum Adjustment
keeps its IP space replication among its adjacent cluster heads. o
Each of them has their own corresponding quorum and keeps-_rhe guorum set of a cluster head_ls initially set to the current
track of the existence of adjacent cluster heads from hefgiacent cluster heads when configured. Once there are new
messages. As the network grows, quorum sets are updaqga;ter heads entering the neighborhood, the quorum set is
whenever a new cluster head enters the neighborhood. expanded to cover these new cluster heads and the quorum

The movement of a cluster head will not change its quoruifiZ€ increases as more IP block replicas are distributed.
Suppose cluster head is about to leave the MANET. If If adjacent cluster heads take a leave or migrate elsewhere,
its configurerA is within three hops, it returns its IP blockCluster head) may not be able to collect the votes from a

to A. Otherwise, the address block is returned to the clus@¢Orum in itsQDSet which can delay the configuration of
head with the smallest IP block in i@DSet S. Either A or new nodes. Whety fails to contact certain cluster heads in

s shall acknowledgey upon receiving its IP block. Before QDSet it starts timeiT ;. Once the timer expires, it dynamically

its departure,U also informs the cluster heads i@Dset SNMNks its quorum set excluding the cluster hewdfrom
thus resigning itself in theiQDSet Cluster head or S will which no response is received. This adjustment increases the

inform each node configured ythe change of their allocator probability of successful .configuration.in the gvent that .cluster
accordingly. heads decrease dramatically. Accordinglyunicastsv with
messageREPREQ in order to verify its existence. 16/ does
) not receive a reply fronv after a timeT, passes, it initiates
D. Address Reclamation an address reclamation process for cluster head
Nodes that leave the network without returning their ad- Keeping the replication of IP space at adjacent cluster heads
dresses cause address leaking. The IP space of one clusteases the network’s immunity to the multiple failure of
head could be reclaimed by inquiring its adjacent cluster heazlaster heads. Since shrinking the quorum set decreases the



number of replicas, it also increases the probability that @l. Configuration Latency
the cluster heads in th@DSetwould shut down. Therefore, The comparison of configuration time is demonstrated be-

cluster heads begin to increase replicas o}@®@Sef is lower yeen our protocol and MANETConf [1] in Figure 5. The hop
than 3. counts include messages exchanged during the configuration.
One message sent from one node to its one hop neighbor is
C. Network Partition and Merging considered to be one hop. The network size varies between
Network merging occurs when nodes from one netwo0 and 200, and the transmission range (tr) is 150m. The
move into the transmission range of nodes in another netwogknfiguration latency is reduced by half by deploying our
Network merging is handled by joining the nodes from ongrotocol.
network to the other network one by one. The configuration time for different transmission ranges is
On the contrary, network partition occurs when one or mommpared in Figure 6. The configuration latency of our proto-
nodes move out of the transmission range of the rest of thel remains below 10 hops for different transmission ranges,
nodes in the network and form two or more separate networkghile it stays above 15 hops for MANETConf. Figure 7
In order to identify the partitioned networks, each of thershows the impact of transmission range and network size on
regards the lowest IP address in the network as its netwardnfiguration time for our protocol. The proposed protocol
ID. It is generated as the network initiates, and is passed owenfigures nodes with less latency as the transmission range
whenever a new node enters the network. Network partitiondscreases. However, a larger transmission range increases the
detected when one node receives a message with a differ@rgrage size ofQDSet for cluster heads as we will show
network ID. All the nodes in the network with the largeiin following sections. This grants the network with higher
network ID are required to acquire new IP addresses framliability and increased address availability.
the other network.
Because of the voting algorithm, two partitions cannot co

lect majority votes at the same time for configuring nodes wit i .
an IP address. The majority partition continues to configure The message overheads for configuration and node depar-

new nodes with the IP addresses available. For the minorfjf& aré compared between our protocol and the protocol

partition, the protocol deals with the following two situationsProPosed by Mohsin and Prakash [2] in Figures 8 and 9.
» Isolated cluster headThe cluster head partitioned fromMessage overhead is based on hop counts. The parameters

all the other cluster heads in the network. It canncgfJr the simulation are: ‘T = 150, area = lkmikm, nn = 50
configure nodes with IP address in eith@Spaceor 200. Our protocol requires less message overhead for node

QuorumSpaceAfter partition, it becomes the first Clusterconfiguration and departure as the network size increases since

head in the network and regains all the addresses folVg do not require periodical synchronization of global P

network to configure existing common nodes with ne\i'aI o_catlon tables. i
IP addresses Figure 10 compares the maintenance overhead for node

« Partitioned cluster headThe cluster head is partitionedmovement and departure between our protocol and the distrib-

with some of its adjacent cluster heads. It configures n%ﬁpd protocol [3] at the speed of 20m/s. The alternative scheme

nodes with IP addresses @uorumSpacéf majority votes at does not use location update is demonstrated as well,
for IPSpacedo not exist which greatly reduces message overhead. The comparison

shows that our protocol and [3] achieve similar performance

VI. SIMULATION for maintenance. However, Whil(_a our protocol requir_es_ that

We implement the simulati . ¢ ing C each IP address be returned to its original allocator, it is not
mp € simulation experiments using P"%%alized for protocol [3]. Therefore after a long period of time,

gramming language. The evaluations are focused on tgg

. : . r. protocol would not suffer from address fragmentation.
configuration latency, maintenance message overhead, E@J

. Message Overhead

. . Figure 11 shows the message overhead for different node
address reclamation cost between our protocol and existi

tateful protocols 12131, Th " £ th eds in the MANET with 150 nodes. Because the location
stateful protocols [1][2](3]. The properties of the quorum[deate is committed when a node moves out of three hops
based scheme are demonstrated as well.

away from its configurer or administrator, higher node mobility
i ) incurs higher message overhead.
A. Simulation Setup

Simulations are performed on a MANET with nodes movin%
to a random destination at the speed of 20m/s after its config-
uration with the network. Networks with a maximum of 50 - [n order to increase network reliability on abrupt leave of
200 nodes are simulated and the simulation area is 1km1kgister heads, replicated IP state information is stored for
Nodes arrive on a Sequentia| manner and are random|y Cho@éﬁh cluster head. Communication overhead and Configuration
to depart gracefully or abruptly. The probability of abruptatency are increased because of quorum collection and update.
departure varies between 5% - 50%. The total rounds of 1000@wever, we achieved superior performance in two aspects:
are executed on collecting data. Figure 4 shows an exampld) Extended IP spacepartial replication simplifies local
of a randomly generated network layout with 100 nodes in an  address borrowing by not requiring each node to keep
area of 1kml1km. global address allocation information. It enables the

Partial Replication
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2)

protocol to respond in lower delay when a large amount by these cluster heads since at least one quorum remains.
of nodes enter the network at the same spot. Simulation  Otherwise we considdar to have failed after its abrupt
results show that our protocol could extend the IP space leave. Its IP state information shall be regained during
of a cluster head by up to 5.5 times its original size. the address reclamation process. Simulation results show
Figure 12 shows the comparison of IP space size for  that replication enables the network to preserve up to
different transmission ranges and network sizes between 99% of IP state information of cluster heads when the

our protocol and [3]. As the transmission range in- abrupt leave percentage is less than 30%.
creases, the IP space size ratio of our protocol to [3]
increases. E. Address Reclamation

Increased network reliabilityreplication increases the adqqgress reclamation is realized locally for our protocol.
probability of preserving state information when a larggjgure 14 compares the message overhead of address recla-
number of nodes leave the network abruptly and Sation for our protocol and the distributed protocol [3]. They
multaneously. Figure 13 compares the percentage fhieve similar performance when number of nodes(nn) equals
information loss for different abrupt leave ratios betweeg, gg and 170. Our protocol incurs less message overhead for
our_protocol and [3]. Suppose cluster heatéft_wi;hout network size over 170. For the distributed protocol [3], each
notice. As long as half of the cluster heads inQBSet ¢qordinator periodically updates IP state information to C-root,
exist, the IP addresses maintainedibyare still usable \yhg initiates address reclamation once certain coordinators fail
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to report. Since reclamation cost is relatively high, quorung] J.P.Sheu, S.H.Tu and L.H.Chan, “A Distributed IP Address Assignment

based protocol manages to postpone the process by extending?Cheme for Ad Hoc Networks,” iProceedings of the 2005 11th Inter-
ational Conference on Parallel and Distributed Systems (ICPADS’05)

the IP space size of each cluster head. From another perspeciojyme 1, pages 439-445 Vol. 1, July 2005.

tive, it reduces the frequency of address reclamation. [4] M.Fazio, M.Villari and A.Puliafito, “Autoconfiguration and maintenance
of the IP address in ad-hoc mobile networks,” Australian Telecom-
munications, Networks and Applications Conference (ATNAC 2003)
VIl. CONCLUSIONS Melbourne, 8-10 December 2003.

This paper proposes a quorum-based IP address autodd8hA.P.Tayal and L.M.Patnaik, “An address assignment for the automatic

. . . . L configuration of mobile ad hoc networks,” Personal Ubiquitous Com-
figuration protocol in MANETs. The main contributions of . "\iime 8, pages 47-54, London, UK, 2004.

the paper are as follows. First, we introduce the conceé$ H.zhou, L.Ni, and M.Mutka, “Prophet Address Allocation for Large
of partial replication and quorum voting in the field of IP Scale MANETS,” inin Proceedings of the IEEE Conference on Computer

. . . T Communications (INFOCOM)San Francisco, CA, March 2003.
autoconfiguration. Partial replication increases the network rer g wiison M.S.\](ohnstoneM);\SA.Neely and D.Boles, “Dynamic Storage

liability and the availability of free addresses at the same time. Allocation: A Survey and Critical Review”, International Workshop on
Quorum voting ensures correct configuration and consisten? Memory Management, September 1995.

. . . . ) K.Weniger and M.Zitterbart, “IPv6 Autoconfiguration in Large Scale Mo-
of IP state information in the presence of conflguratlon a bile Ad-Hoc Networks”. inProceedings of European Wireless 2(Ja-

network partition. The protocol specifies the solutions of node rence, Italy, February 2002.
configuration, movement and departure, network partition affdl C.E.Perkins, J.T. Malinen, R.Wakikawa, E.M.Belding-Royer and Y.Sun,

. . “IP Address Autoconfiguration for Ad Hoc Networks, draft-ietfmanet-
merge, address reclamation and quorum adJUStment' Secondautoconf—Ol.txt,” Internet Engineering Task Force, MANETWorking

a survey of the state-of-the-art IP address autoconfiguration Group, July 2000.
protocols is accomplished and evaluated on their pros aadl J.Boleng, “Efficient network layer addressing for mobile ad hoc

cons. Third. extensive experiments are carried out to compare networks”,in Proc. of International Conference on Wireless Networks
- * p Paré ;cwn'02), Las Vegas, USA, June 2002, pages 271-277.

the performance of our protocol and three existing autoconfigi] N.H.vaidya, “Weak duplicate address detection in mobile ad hoc net-
uration pl’OtOCOlS on configuration Iatency, message overheads,WOka"’ tech. rep., University of lllinois at Urbana-Champaign, January
and addressl reclamation. S'mmatlon results Show that CM] S.THomson and T.Narten, “IPv6 Stateless Address Autoconfiguration”,
protocol configures nodes with shorter latency and incurs |g88] Y.Sun, E.M.Belding-Royer, “A Study of Dynamic Addressing Tech-
Overa” message Overhead for node movement and addres§iques in Mobile Ad Hoc NetWOrkS”, iWireless Communications and

. . Mobile Computing 2004, pages 315-329.
reclamation when compared with MANETConf [1] and [2]{14] K.Weniger, “Passive Duplicate Address Detection in Mobile Ad Hoc

Since a central server is not involved, by deploying partial Networks”, in Proc. of IEEE WCNC 2003New Orleans, USA, March
replication we managed to achieve higher network reIiabiIit[XS]Zgov'é\’l- er “PACMAN: Passive Autoconfiauration for Mobile Ad H
2o .Weniger, : Passive Autoconfiguration for Mobile oc
and address accessibility than [3]. Networks”, in IEEE Journal on Selected Areas in Communications
(JSAC) Special Issudarch 2005.
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