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Abstract—This paper studies the link scheduling problem in multihop wireless networks without future packet arrivals, with an aim of minimizing the time interval needed for evacuating all the existing packets. We consider the scenario with single-hop traffic flows under the one-hop interference model. In this setting, the minimum evacuation time problem is equivalent to the classic multigraph edge coloring problem, which is generally NP-hard. Although many approximation algorithms have been studied, almost all of them require computing the schedules (or the colors) all at once, and thus have a complexity that is dependent on the number of packets in the network. This, however, renders these algorithms unsuitable for the considered application of link scheduling for packet evacuation, as they typically incur an impractically high complexity when there are a large number of initial packets waiting to be transmitted, even if the underlying network has a small size (i.e., the node count and the link count). Instead, it is desirable to compute the schedules (or the colors) in an online fashion, i.e., to quickly compute one schedule at a time. Unfortunately, none of the existing online algorithms can guarantee an approximation ratio better (or smaller) than 2. To that end, in this paper we suggest two scheduling algorithms using a node-based approach, and prove that their approximation ratios are both no worse (or greater) than \( \frac{3}{2} \). In addition, these scheduling algorithms can also serve as an alternative for achieving Shannon’s bound, which is well known in the graph coloring literature.
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I. INTRODUCTION

How to design efficient link scheduling algorithms for multihop wireless networks has been a vital and challenging problem (see [1]–[3] and the references therein). In this paper, we focus on the setting with existing packets in the network and without future packet arrivals. The performance metric of interest is the evacuation time, defined as the time interval needed for completely draining all the existing packets in the network. Clearly, the evacuation time is a critical performance metric in the setting without arrivals. Moreover, in the setting with arrivals, the evacuation time can also be viewed as a measure of the short-term throughput, which is closely related to the delay performance. In particular, a scheduling algorithm being evacuation-time-optimal in the settings without arrivals is known to be a necessary condition for sample-path delay optimality in input-queued switches [5].

In this paper, we assume that the traffic flows are single-hop, i.e., the packets waiting to be transmitted over a link, will leave the network once they are transmitted. We also assume the one-hop (or node-exclusive) interference model [2], [6], [7], where two links sharing a common end node cannot be activated to transmit at the same time. In this setting, the minimum evacuation time problem is equivalent to the classic multigraph edge coloring problem. In contrast to a simple graph that allows at most one edge between any two vertices, in a multigraph, two vertices may be connected by more than one edge, which is called a multi-edge. The edge coloring problem is concerned with finding the minimum number of colors, also called chromatic index, so that each multi-edge is assigned a color and no two multi-edges sharing a common end node have the same color. This is a well-known NP-hard problem in general [8]. Hence, many approximation algorithms have been proposed and analyzed in the edge coloring literature (see [9] and the references therein).

Nevertheless, almost all of these approximation algorithms rely on the recoloring techniques, and require computing the schedules (or the colors) all at once, and thus have a complexity that is dependent on the number of packets in the network. This, however, renders these algorithms unsuitable for certain types of applications, such as the link scheduling problem that we consider in this paper, as they typically incur an impractically high complexity when there are a large number of initial packets waiting to be transmitted, even if the underlying network has a small size (i.e., the node count and the link count). Instead, it is desirable to compute the schedules (or the colors) in an online fashion, i.e., to quickly compute one schedule at a time. Such algorithms are called online algorithms throughout this paper. For online algorithms, we require that the complexity of computing a color depend on the network size only, and is independent of the number of packets in the system. Note that although we consider a setting without future packet arrivals in this paper, online algorithms will still be functional in the settings with arrivals, while the pure edge-coloring-based algorithms will become less relevant.

To that end, the evacuation time performance of several

A scheduling algorithm is said to achieve sample-path delay optimality if it minimizes the total queue lengths over the network in every time-slot and for any sample path of traffic arrival patterns [4]. This is a very strong notion of delay optimality, and perhaps is also the hardest to attain.
popular online algorithms in the literature of wireless scheduling has been studied [5], [10], [11]. These algorithms either take a link-based approach and make decisions based on the link weight (defined as the queue length at the link), such as Maximum (edge-)Weighted Matching (MWM) [1], MWM-α [12], [13], and Greedy Maximal Matching (GMM) [14], [15], or are queue-length agnostic, such as the Randomized Maximal Matching (RMM) algorithm [14]. In the settings with arrivals, these popular scheduling algorithms are either throughput-optimal, i.e., they stabilize the network under any arrival rates strictly within the network capacity region, or have a provable efficiency ratio, i.e., they achieve a non-trivial and constant fraction of the network capacity region. However, none of them can guarantee an approximation ratio better (or smaller) than 2 for the minimum evacuation time problem.

Very recently, a class of Lazy Heaviest Port First (LHPF) algorithms focusing on scheduling nodes with a heavy weight (or degree, defined as the summed queue length of the links incident to the node), have been studied in [5], [10] (also see [16], [17]) for input-queued switches. Note that an important algorithm called the Maximum Vertex-weighted Matching (MVM) algorithm (described in Section III), which maximizes the sum of the weight of the matched nodes, also belongs to the class of LHPF algorithms. It is remarkable that the LHPF algorithms are both evacuation-time-optimal and throughput-optimal for input-queued switches that can be modeled as bipartite graphs. However, it has largely been an open question whether one can find online algorithms that guarantee an approximation ratio better (or smaller) than 2 for the minimum evacuation time problem in multihop wireless networks with single-hop traffic flows.

In this paper, we answer the above question, and make the following contributions.

• First, we prove that the MVM algorithm guarantees an approximation ratio no greater than \( \frac{3}{2} \), by showing that under MVM, the maximum node weight (or degree) will decrease by at least two within every three consecutive time-slots.

• Second, we make an important observation: in order to achieve an approximation ratio of \( \frac{3}{2} \), it suffices to focus on scheduling the critical nodes (i.e., nodes with a maximum weight). Then, by using the insights obtained, we propose a new algorithm that guarantees an approximation ratio no greater than \( \frac{3}{2} \) as well, but at a complexity of \( O(m \sqrt{n}) \), lower than \( O(m \sqrt{n \log n}) \) of MVM, where \( n \) and \( m \) are the node count and the link count, respectively. This is achieved by reassigning bounded integer weights to the nodes, while ensuring that the critical nodes are still given a higher priority.

• Finally, as a byproduct, our proposed algorithms can also serve as an alternative for achieving Shannon’s bound [18], which is well known in the graph coloring literature.

II. SYSTEM MODEL

We consider a multihop wireless network described by a (simple) graph \( G = (V, E) \), where \( V \) denotes the set of \( n \) nodes/vertices and \( E \) denotes the set of \( m \) links/edges. Our focus is on a setting where there are initial packets waiting to be transmitted, and there are no future packet arrivals. Time is assumed to be slotted. We assume packets are of unit length, and we let \( Q_t(i) \) denote the number of remaining packets that need to be transmitted over link \( l \in E \) in time-slot \( t \). Without loss of generality, we assume all the links have at least one packet at the very beginning, i.e., \( Q_t(0) > 0 \) for all \( l \in E \). In the following time-slots, we remove the links with no remaining packets. Let \( L(i) \) denote the set of links incident to node \( i \). We let \( d_t(i) \triangleq \sum_{l \in L(i)} Q_t(l) \) denote the degree of node \( i \) in time-slot \( t \) accounting for multiplicity, and let \( \Delta(t) \triangleq \max_{i \in V} d_t(i) \) denote the maximum node degree in time-slot \( t \). A node having degree \( \Delta(t) \) is called a critical node. For example, in Fig. 1a, the degrees of nodes \{a, b, c, d, e\} are \{2, 3, 4, 4, 3\}; the maximum node degree is 4; nodes c and d are the critical nodes.

We assume that the traffic flows are single-hop, i.e., once a packet is transmitted over a link, the packet leaves the system. In each time-slot, only a subset of links conforming to the one-hop (or node-exclusive) interference constraint can be activated to transmit packets. Clearly, such a subset of links form a matching, which we also call a schedule, and is denoted by \( M \). A matching \( M \) is called a maximal matching if no more links can be added to \( M \) without violating the interference constraint. Let \( \mathcal{M} \) denote the set of all matchings over graph \( G \). For ease of presentation, we assume unit link capacity, i.e., only one packet can be transmitted over a link if the link is activated. However, our results can also be extended to the general scenario with heterogeneous link capacities by considering the workload defined as \( \left\lceil \frac{\text{number of packets}}{\text{link capacity}} \right\rceil \).

![Fig. 1: A size-5 ring topology. The number of packets at each link is labeled by the link in (a). In this example, the node degrees are \{2, 3, 4, 4, 3\} for nodes \{a, b, c, d, e\}; the maximum node degree is 4; nodes c and d are the critical nodes. The node weights of \{a, b, c, d, e\} under MVM are \{2, 3, 4, 4, 3\}. Assume \( B_1 = 1 \) and \( B_2 = 2 \), then the node weights of \{a, b, c, d, e\} under CNM are \{1, 1, 2, 2, 1\}. In (b) and (c), the thick edges denote the links included in the matching. The matching in (b) is an MVM as well as a CNM, while the matching in (c) is a CNM but not an MVM.](image)
Let $T^S$ denote the evacuation time of scheduling algorithm $S$, and let $\lambda'$ denote the minimum evacuation time over all the algorithms. Note that $\lambda'$ is also called the chromatic index in the graph coloring literature, and depends only on the network topology and initial configuration.

III. MVM ALGORITHM

In this section, we analyze the evacuation time performance of the MVM algorithm, and prove that MVM guarantees an approximation ratio no greater than $\frac{3}{2}$.

We start by describing the operations of the MVM algorithm. By slightly abusing the notations, we remove the dependence on $t$, e.g., we use $Q_t$ to denote $Q(t)$. In each time-slot, we assign a weight $w_i$ to node $i$ as its degree, i.e., $w_i = d_i$, and let $w(M) = \sum_{i: M \cap L(i) \neq \emptyset} w_i$ denote the weight of matching $M$, i.e., the sum of the weight of the nodes matched by $M$. A matching $M'$ is an MVM if it maximizes the sum of the weight of the matched nodes, i.e., $M' = \argmax_{M \in M} w(M)$. Clearly, an MVM is a maximal matching when all the nodes have positive weights. Fig. 1b shows an example of an MVM in a size-5 ring topology, where the node weights under MVM are equal to the node degrees, which are $\{2, 3, 4, 4, 3\}$ for nodes $\{a, b, c, d, e\}$, and the resultant MVM, $\{(b, c), (d, e)\}$, has a weight of 14. The MVM algorithm finds an MVM in every time-slot. It is shown in [19] that MVM has a complexity of $O(m \sqrt{n \log n})$, lower than $O(mn)$ of its edge-weighted counterpart, MWM. Next, we state the main result of this paper in the following theorem.

**Theorem 1.** The MVM algorithm has an approximation ratio no greater than $\frac{3}{2}$ for the minimum evacuation time problem.

**Proof.** We want to show $T^{MVM} \leq \frac{3}{2} \lambda'$. If $\Delta = 1$, this is trivial as $T^{MVM} = \lambda' = \Delta$. Now, suppose $\Delta \geq 2$. Then, this follows immediately from 1) Proposition 1: under the MVM algorithm, the maximum node degree decreases by at least two within every three consecutive time-slots, i.e., $T^{MVM} \leq \frac{3}{2} \Delta$, and 2) an obvious fact: it takes at least $\Delta$ time-slots to drain all the packets over the links incident to a node with maximum degree, i.e., $\Delta \leq \lambda'$.

Therefore, it remains to prove Proposition 1 stated below.

**Proposition 1.** Suppose the maximum node degree is no smaller than two. Under the MVM algorithm, the maximum node degree decreases by at least two within every three consecutive time-slots.

Before we prove Proposition 1, we restate a useful result of [20] in Lemma 1, and present an important property of MVM in Lemma 2. Both lemmas will be used in the proof of Proposition 1.

**Lemma 1 (Theorem 1 of [20]).** Consider a graph $G$. Suppose that the subgraph of $G$ induced by all the vertices having maximum degree in $G$ is a bipartite graph. Then, there exists a matching in $G$ that matches every vertex with a maximum degree.

**Proof.** See [20] for the proof.

**Lemma 2.** Consider a graph $G$. Suppose that there exists a matching that matches every vertex with a maximum weight, then an MVM also matches every such vertex.

**Proof.** The proof is provided in Appendix A.

Now, we are ready to prove Proposition 1. We provide the detailed proof in Appendix B, and give a sketch of the proof as follows. Consider any time-slot $t \geq 0$. Suppose that the maximum degree is $\Delta \geq 2$ at the beginning of time-slot $t$. Then, we want to show that under the MVM algorithm, the maximum degree will be at most $\Delta - 2$ at the end of time-slot $t + 2$. We use a “1” or “0” to indicate whether the maximum degree decreases by one or not in a time-slot, respectively, and use a sequence of “1”s and “0”s to indicate whether the maximum degree decreases by one or not in a sequence of consecutive time-slots starting from time-slot $t$. For example, “011” means that the maximum degree does not decrease in time-slot $t$, but it decreases in both time-slots $t + 1$ and $t + 2$. Now, we consider two cases in time-slot $t$: i) “0” occurs and ii) “1” occurs. We will focus on Case i), and Case ii) follows similarly.

In Case i), suppose that in time-slot $t$, the maximum degree does not decrease under the MVM algorithm. Then, we show by contradiction that at the beginning of time-slot $t + 1$, the nodes with a maximum degree $\Delta$ must form an independent set, and thus, the subgraph induced by these nodes is a bipartite graph. Further, we show that an MVM must match all the nodes with a maximum degree $\Delta$ in time-slot $t + 1$. This is due to the following: (1) if the subgraph induced by the nodes with a maximum degree is a bipartite graph, then there exists a matching that matches all the nodes with maximum degree (Lemma 1), and (2) if there exists a matching that matches all the nodes with a maximum degree, then an MVM also matches all such nodes (Lemma 2). Hence, the maximum degree becomes $\Delta - 1$ at the beginning of time-slot $t + 2$. Next, we show by contradiction that at the beginning of time-slot $t + 2$, the subgraph induced by the nodes with a maximum degree $\Delta - 1$ is a bipartite graph. Then, in time-slot $t + 2$ an MVM must match all the nodes with a maximum degree $\Delta - 1$, again from Lemmas 1 and 2.

In Case ii), suppose that “1” occurs in time-slot $t$, i.e., the maximum degree decreases by one. If another “1” occurs in time-slot $t + 1$, then we are done. Now, suppose that “0” occurs in time-slot $t + 1$. Then, following the same argument as in Case i), we can show that it will be followed by a “1” in time-slot $t + 2$.

Combining the two cases, we complete the proof.

**Remark:** The proof of Proposition 1 follows a similar argument as in the proof of Theorem 2 of [20]. However, there is a key difference: we provide an actual online algorithm – MVM – that achieves Shannon’s bound of $\frac{3}{2} \Delta$ [18], while in [20] only an existence proof is given without providing an actual algorithm. To the best of our knowledge, this is also the first time an online algorithm is proved to achieve Shannon’s
bound. Moreover, we show in the following corollary that the MVM algorithm actually achieves a bound slightly better than Shannon’s.

**Corollary 1.** \( T_{\text{MVM}} \leq \frac{3}{2} \lambda' - \frac{1}{2} \).

**Proof.** The proof is straightforward, and is provided in Appendix C.

### IV. CNM Algorithm

From the above analysis for MVM, we make an important observation: in order to guarantee an approximation of \( \frac{3}{2} \) for the minimum evacuation time problem, it suffices to focus on scheduling the critical nodes. Hence, in this section, using the insights obtained, we propose a new scheduling algorithm, called the Critical Node Matching (CNM) algorithm, which focuses on scheduling the critical nodes. We will show that the CNM algorithm has a complexity of \( O(\sqrt{n} \log n) \), lower than \( O(m \sqrt{n} \log n) \) of MVM, while guaranteeing an approximation ratio no greater than \( \frac{3}{2} \) as well.

Note that the MVM algorithm also gives a higher priority to the critical nodes, as the node weight is equal to the node degree, and hence, the critical nodes will have a larger weight. However, we will be able to reduce the complexity of the CNM algorithm by assigning bounded integer weights to the nodes. The specific operations of the CNM algorithm are described as follows. Consider any fixed integer \( B > 1 \). In each time-slot, we assign the weight of a critical node as \( B \), and assign the weight of a non-critical node as \( B^2 \), where both \( B^2 \) and \( B^2 \) are positive integers satisfying \( 0 < B^2 < B \). Note that the exact values of \( B^2 \) and \( B^2 \) are not important. For example, in Fig. 1a, we assume \( B^2 = 1 \) and \( B^2 = 2 \). Hence, the node weights of \( \{a, b, c, d, e\} \) under CNM are \( \{1, 1, 2, 2, 1\} \), as nodes \( c \) and \( d \) are the critical nodes. In every time-slot, the CNM algorithm finds an MVM with assigned node weights of \( B^2 \) or \( B^2 \). Such a matching is called a CNM. Note that we restrict the node weights to be positive to ensure that the resultant matching is maximal. Fig. 1c shows an example of a CNM but not an MVM, while Fig. 1b shows an example of both a CNM and an MVM. As we discussed earlier, the complexity of finding an MVM is \( O(m \sqrt{n} \log n) \) in general. However, in the case where the maximum weight is a bounded integer (independent of both \( m \) and \( n \)), we can find an MVM with a lower complexity of \( O(m \sqrt{n}) \) [21], [22]. This can be implemented by setting the weight of an edge to the sum of the weight of its two end nodes and finding an MWM with edge weights being one of the following: \( 2B_1 \) (neither end node is critical), \( B_1 + B_2 \) (exactly one end node is critical), or \( 2B_2 \) (both end nodes are critical).

Next, we state another main result of this paper in Theorem 2. The proof of Theorem 2 follows from Proposition 2, which follows from Lemmas 1 and 3. Similarly, we have a corollary for CNM. We omit all the proofs here, since they all follow the same line of analysis as in the proofs of the MVM algorithm.

**Proposition 2.** Suppose the maximum node degree is no smaller than two. Under the CNM algorithm, the maximum node degree decreases by at least two within every three consecutive time-slots.

**Lemma 3.** Consider a graph \( G \). Suppose that there exists a matching that matches every vertex with a maximum weight, then a CNM also matches every such vertex.

**Corollary 2.** \( T_{\text{CNM}} \leq \frac{3}{2} \lambda' - \frac{1}{2} \).

**Remark:** Note that the CNM algorithm is very similar to the MVM algorithm, in a sense that CNM also needs to find an MVM in each time-slot. However, the key difference is that under CNM, nodes only have a weight of \( B^2 \) or \( B^2 \), depending on whether a node is a critical node or not. This key difference allows CNM to be able to achieve the same provable evacuation time performance with a reduced complexity.

### V. Conclusion

In this paper, we showed that the node-based scheduling algorithms, such as MVM and CNM, achieve a better approximation ratio than the known online algorithms that are either link-based or queue-length agnostic (no worse than \( \frac{3}{2} \) vs. no better than 2). However, this work is only among the very first attempts of exploring the idea of the node-based approach, and the performance limits of the node-based scheduling algorithms are far from being fully understood.

On one hand, it is well known in the edge coloring literature that achieving any constant-factor approximation ratio better than \( \frac{4}{3} \) is NP-hard [8]. For the MVM algorithm, indeed, we can construct a counterexample to show that its approximation ratio is no better (or smaller) than \( \frac{4}{3} \) [11]. On the other hand, a (non-online) algorithm that achieves this \( \frac{4}{3} \) bound is given in [23], and moreover, if a small additive term is allowed, much better approximation algorithms and asymptotic approximation algorithms with polynomial time can be developed (see [9] and the references therein).

In [11], we made a conjecture that the bound of \( \frac{4}{3} \) is tight for the MVM algorithm. In this paper, we make progress towards proving the conjecture by showing that the approximation ratio of the MVM algorithm is between \( \frac{4}{3} \) and \( \frac{3}{2} \). It is interesting to know whether this gap can be closed. This, however, becomes much more difficult because the MVM algorithm does not possess a nice property similar to Proposition 1, when four consecutive time-slots are considered. That is, it is not generally true that under the MVM algorithm, the maximum node degree decreases by at least three within every four consecutive time-slots. Further, it is also interesting and important to know whether the node-based approach can result in scheduling algorithms with a better approximation ratio for the minimum evacuation time problem under a small additive term is allowed.

Finally, in multihop wireless networks with future packet arrivals, the throughput performance of the node-based scheduling algorithms is not well understood, and is worth further investigation.
APPENDIX A
PROOF OF LEMMA 2

Proof. We first give some additional notations that will be used in the proof. Define a path in a graph as a sequence of edges which connect a sequence of distinct vertices. The length of a path is the number of edges in that path. For any two matchings \( M_1 \) and \( M_2 \), we let \( M_1 \oplus M_2 = (M_1 - M_2) \cup (M_2 - M_1) \) denote the symmetric difference, which is the set of edges in one of the two matchings, but not in both of them. Given a matching \( M \) and a path \( P \), we let \( M \oplus P = M - (M \cap P) + (M' \cap P) \) denote the set of edges obtained by flipping the edges in \( P \). Then, we define the notions of augmenting path and absorbing path as in [5], [10]. Consider a given matching \( M \) and any vertex \( i \) unmatched by \( M \). A path \( P \) is an augmenting path if it satisfies all the following conditions: i) it has an odd-length; ii) its every alternate edge is in \( M \); iii) it starts from vertex \( i \) and ends at another unmatched vertex, say \( j \). Note that now \( M \oplus P \) is also a matching, and it matches every vertex of \( P \), including all the vertices matched by \( M \), as well as \( i \) and \( j \). Thus, we have \( w(M \oplus P) = w(M) + w_i + w_j > w(M) \), i.e., matching \( M \oplus P \) has a weight strictly larger than that of \( M \). A path \( P' \) is an absorbing path if it satisfies all the following conditions: i) it has an even-length; ii) its every alternate edge is in \( M \); iii) it starts from vertex \( i \) and ends at a matched vertex \( k \) that has a smaller weight than \( i \), i.e., \( w_i > w_k \). Note that now \( M \oplus P' \) is also a matching, and it matches every vertex of \( P' \) except for \( k \), including \( i \) and all the vertices of \( M \) except for \( k \). Thus, we have \( w(M \oplus P') = w(M) + w_i - w_k > w(M) \), i.e., matching \( M \oplus P' \) has a weight strictly larger than that of \( M \).

Now, suppose that matching \( M \) is an MVM, and \( M^* \) is a matching that matches every vertex with a maximum weight \( \Delta \). We want to show that \( M \) also matches every vertex with weight \( \Delta \). We prove this by contradiction. Suppose that there exists a vertex \( i \) that has a weight of \( \Delta \) and is not matched by \( M \) (but is matched by \( M^* \)). Consider the symmetric difference \( M \ominus M^* \). A little thought gives a well-known fact that \( M \ominus M^* \) consists of connected components being one of the following: 1) an isolated vertex; 2) an even-length cycle whose edges alternate between \( M \) and \( M^* \); 3) a path whose edges alternate between \( M \) and \( M^* \), with distinct end nodes. Since vertex \( i \) is not matched by \( M \), it must be an end node of a path \( P \) in \( M \ominus M^* \), otherwise vertex \( i \) must be matched by both \( M \) and \( M^* \). Hence, we only need to consider scenario 3).

In scenario 3) there are two cases: i) path \( P \) has an odd-length and ii) path \( P \) has an even-length.

In Case i), path \( P \) has an odd-length. Since \( P \) begins at vertex \( i \) that is not matched by \( M \) and has an odd-length, it must end at another vertex that is not matched by \( M \) either. Thus, path \( P \) is an augmenting path, and hence \( M \oplus P \) will be a matching with a larger weight than that of \( M \), which contradicts the fact that \( M \) is an MVM.

In Case ii), path \( P \) has an even-length. Let vertex \( j \) be the other end node of \( P \). Clearly, path \( P \) begins at \( i \) with an edge in \( M^* \) and ends at \( j \) with an edge in \( M \), and vertex \( j \) is not matched by \( M^* \). Thus, vertex \( j \) cannot have a weight of \( \Delta \), because \( M^* \) matches every vertex with a weight of \( \Delta \). Note that if \( i \) has a weight of \( \Delta \) and thus \( w_i > w_j \). Then, path \( P \) is an absorbing path, and thus \( M \oplus P \) will be a matching with a weight larger than that of \( M \), which contradicts the fact that \( M \) is an MVM.

Combining both cases, we complete the proof. \( \Box \)

APPENDIX B
PROOF OF PROPOSITION 1

Proof. First, note that the original graph \( G \) becomes a multigraph if we view each packet as a multi-edge. By slightly abusing the notation, we still use \( G \) to denote the multigraph. Also, note that multigraph \( G \) we consider is loopless, i.e., there does not exist a multi-edge connecting a vertex to itself, because a node does not transmit packets to itself.

Now, consider any time-slot \( t \geq 0 \). Suppose that the maximum degree of \( G \) is \( \Delta \geq 2 \) in time-slot \( t \). Let \( M \) denote the matching found by the MVM algorithm in time-slots \( t+i-1 \), for \( i = 1, 2, 3 \), respectively. Let \( G' = G - \mathcal{M}_1 - \mathcal{M}_2 - \mathcal{M}_3 \) denote the graph at the end of time-slot \( t+2 \). Then, we want to show that the maximum degree of \( G' \) is no greater than \( \Delta - 2 \). We use a “1” or “0” to indicate whether the maximum degree decreases by one or not in a time-slot, respectively, and use a sequence of “1”s and “0”s to indicate whether the maximum degree decreases by one or not in a sequence of consecutive time-slots starting from time-slot \( t \). We then consider the following two cases in time-slot \( t \): i) “0” occurs and ii) “1” occurs.

In Case i), suppose that “0” occurs in time-slot \( t \), i.e., the maximum degree does not decrease in time-slot \( t \). We want to show that it will be followed by “11” in time-slots \( t+1 \) and \( t+2 \) under the MVM algorithm.

Note that any MVM must be a maximal matching when all the nodes have a positive weight; otherwise, one can obtain another matching with a larger weight by adding more edges to make it maximal. Since \( \mathcal{M}_1 \) is an MVM, and thus a maximal matching, the vertices of degree \( \Delta \) in \( G - \mathcal{M}_1 \) must form an independent set. We prove it by contradiction. Suppose that there exist two adjacent vertices, say \( i \) and \( j \), with degree \( \Delta \) in \( G - \mathcal{M}_1 \). Then, none of the edges touching either \( i \) or \( j \) was in matching \( \mathcal{M}_1 \) in time-slot \( t \). This implies that the edge between \( i \) and \( j \) can be added to matching \( \mathcal{M}_1 \) in time-slot \( t \), which, however, contradicts the fact that \( \mathcal{M}_1 \) is a maximal matching. Therefore, the vertices of degree \( \Delta \) in \( G - \mathcal{M}_1 \) must form an independent set. Clearly, the subgraph induced by these vertices is a bipartite graph. Then, by Lemma 1, there exists a matching that matches all the vertices with degree \( \Delta \) in \( G - \mathcal{M}_1 \) in time-slot \( t+1 \). Note that \( \mathcal{M}_2 \) is an MVM over \( G - \mathcal{M}_1 \). Then, by Lemma 2, matching \( \mathcal{M}_2 \) also matches all the vertices with degree \( \Delta \) in \( G - \mathcal{M}_1 \). This means that a “1” occurs in time-slot \( t+1 \).

Now, let \( H = G - \mathcal{M}_1 - \mathcal{M}_2 \) denote the graph at the beginning of time-slot \( t+2 \). From the above analysis, we know that the maximum degree of \( H \) is \( \Delta - 1 \). Let \( H_{\Delta-1} \) denote the subgraph of \( H \) induced by all the vertices having degree \( \Delta - 1 \).
in $H$. If $H_{\Delta-1}$ is a bipartite graph, then again by Lemmas 1 and 2, following the same argument above, we can show that matching $M_3$ matches all the vertices with degree $\Delta - 1$ in time-slot $t + 2$. Therefore, it remains to show that $H_{\Delta-1}$ is a bipartite graph. We prove this by contradiction. Suppose that $H_{\Delta-1}$ contains an odd cycle, say $C$. Then, no two adjacent vertices of $C$ were matched by $M_2$ in time-slot $t + 1$. This is true due to the following. Suppose that there exist two adjacent vertices of $C$, say $i$ and $j$, were matched by $M_2$. Since $i$ and $j$ both have a degree of $\Delta - 1$ in $H$, then they both have degree $\Delta$ in $G - M_1$. This contradicts what we have shown earlier - the vertices of degree $\Delta$ in $G - M_1$ form an independent set, given that $i$ and $j$ are adjacent. Therefore, no two adjacent vertices of $C$ were matched by $M_2$ in time-slot $t + 1$. This, along with the fact that cycle $C$ is of odd size, implies that cycle $C$ must contain two adjacent vertices that were not matched by $M_2$ in time-slot $t + 1$. This further implies that the edge between these two adjacent vertices can be added to $M_2$, which contradicts the fact that $M_2$ is a maximal matching. Therefore, $H_{\Delta-1}$ is a bipartite graph.

So far, we have shown that if “0” occurs in time-slot $t$, it will be followed by “11” in time-slots $t + 1$ and $t + 2$.

In Case ii), suppose that “1” occurs in time-slot $t$, i.e., the maximum degree indeed decreases by one in time-slot $t$. If another “1” occurs in time-slot $t + 1$, then we are done. Now, suppose that “0” occurs in time-slot $t + 1$. Then, following the same argument as in Case i), we can show that a “1” will occur in time-slot $t + 2$.

Combining both cases, we complete the proof.

APPENDIX C

PROOF OF COROLLARY 1

Proof. We consider the following two cases: i) $\lambda' = \Delta$ and ii) $\lambda' \geq \Delta + 1$. In Case i), it implies that in each time-slot, including the very first time-slot, there exists a matching that matches all the vertices with a maximum degree. Hence, by Lemma 2, the MVM algorithm also matches all the vertices with a maximum degree in the first time-slot. Following the same argument above, we can show that $\lambda' - 1 \geq \Delta + 1$. In Case ii), it follows from Proposition 1 that $\lambda' - \frac{1}{2} \leq \Delta \leq \lambda' - 1$. Combining the two cases, we complete the proof.
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