Abstract: Entity resolution is a key form of knowledge discovery that allows to understand, connect, and group different representations of the same entity across various types of data. It can manifest itself in multiple forms, ranging from understanding the string representations of an entity name, to structured entity matching in databases, and to linking of entities mentioned in text to knowledge bases such as DBpedia or Wikidata. Along with other ubiquitous operations such as information extraction, data transformation and fusion, entity resolution is a crucial step for building high-value, domain-specific knowledge from raw data.

One of the key research challenges that we address, in this space, is the development of human-in-the-loop, learning based tools that can help domain experts build high-accuracy entity resolution algorithms that are scalable and explainable, from small amounts of labeled data. Towards this goal, I will describe various types of learning techniques that we have been developing. These include combinations of active learning with weak supervision and rules, as well as a neuro-symbolic approach for entity linking that combines the performance of neural learning with the benefits of explainable, symbolic representations, while reaching state-of-the-art performance on several benchmark datasets.
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