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Abstract—Previous research on sensor network security mainly
considers homogeneous sensor networks, where all sensor nodes
have the same capabilities. Research has shown that homoge-
neous ad hoc networks have poor performance and scalability.
The many-to-one traffic pattern dominates in sensor networks,
and hence a sensor may only communicate with a small portion
of its neighbors. Key management is a fundamental security op-
eration. Most existing key management schemes try to establish
shared keys for all pairs of neighbor sensors, no matter whether
these nodes communicate with each other or not, and this causes
large overhead. In this paper, we adopt a Heterogeneous Sensor
Network (HSN) model for better performance and security. We
propose a novel routing-driven key management scheme, which
only establishes shared keys for neighbor sensors that commu-
nicate with each other. We utilize Elliptic Curve Cryptography
in the design of an efficient key management scheme for sensor
nodes. The performance evaluation and security analysis show
that our key management scheme can provide better security
with significant reductions on communication overhead, storage
space and energy consumption than other key management
schemes.

Index Terms—Security, key management, sensor networks,
elliptic curve cryptography.

I. INTRODUCTION

W IRELESS sensor networks have applications in many
areas, such as military, homeland security, health care,

environment, agriculture, manufacturing, and so on. In the
past several years, sensor networks have been a very ac-
tive research area. Most previous research efforts consider
homogeneous sensor networks, where all sensor nodes have
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the same capabilities. However, a homogeneous ad hoc net-
work suffers from poor fundamental limits and performance.
Research has demonstrated its performance bottleneck both
theoretically [1], [2] and through simulation experiments and
testbed measurements [3]. Several recent work (e.g., [4], [5],
and [6]) studied Heterogeneous Sensor Networks (HSNs),
where sensor nodes have different capabilities in terms of
communication, computation, energy supply, storage space,
reliability and other aspects.

Security is critical to sensor networks deployed in hostile
environments, such as military battlefield and security moni-
toring. A number of literatures have studied security issues in
homogeneous sensor networks, e.g., [6], [7]. Key management
is an essential cryptographic primitive upon which other secu-
rity primitives are built. Due to resource constraints, achieving
such key agreement in wireless sensor networks is non-trivial.
In [6], Eschenauer and Gligor first present a key management
scheme for sensor networks based on probabilistic key pre-
distribution. Several other key pre-distribution schemes (e.g.,
[7]) have been proposed.

Probabilistic key pre-distribution is a promising scheme for
key management in sensor networks. To ensure such a scheme
works well, the probability that each sensor shares at least one
key with a neighbor sensor (referred to as key-sharing prob-
ability) should be high. For the key pre-distribution scheme
in [6], each sensor randomly selects its key ring from a key
pool of size P . When the key pool size is large, each sensor
needs to pre-load a large number of keys to achieve a high
key-sharing probability. For example, when P is 10,000, each
sensor needs to pre-load more than 150 keys for a key-sharing
probability of 0.9 [6]. If the key length is 256 bits, then 150
keys require a storage space of 4,800 bytes. Such a storage
requirement is too large for many sensor nodes. For example,
a smart dust sensor [8] has only 8K bytes of program memory
and 512 bytes of data memory.

The above discussion shows that many existing key man-
agement schemes require a large storage space for key pre-
distribution and are not suitable for small sensor nodes. In
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this paper, we present an efficient key management scheme
that only needs small storage space. The scheme achieves
significant storage saving by utilizing 1) the fact that most
sensor nodes only communicate with a small portion of their
neighbors; 2) an efficient public-key cryptography. Below
we briefly discuss the two issues. More details are given in
Sections II and III.

Most existing sensor key management schemes are designed
to set up shared keys for all pairs of neighbor sensors, without
considering the actual communication pattern. In many sensor
networks, sensor nodes are densely deployed in the field. One
sensor could have as many as 30 or more neighbors [9]. The
many-to-one traffic pattern dominates in most sensor networks,
where all sensors send data to one sink. Due to the many-to-
one traffic pattern, a sensor node may only communicate with
a small portion of its neighbors, for example, neighbor sensors
that are in the routes from itself to the sink. This means that
a sensor node does not need shared keys with all neighbors.
Below we give a definition that considers the fact.

Definition 1. c-neighbor: A neighbor sensor node v is
referred to as a communication neighbor (c-neighbor) of
sensor node u if v is in a route from u to the sink.

Based on the above observation, we propose a novel idea
for efficient key management in sensor networks. A key
management scheme only needs to set up shared keys for
each sensor and its c-neighbors, i.e., it does not need to set up
shared keys for each pair of neighbor sensors. The new scheme
can significantly reduce the overhead of key establishment in
sensor networks. For example, suppose that a sensor node u
has 30 neighbors but only sends packets to 2 neighbors (e.g.,
one primary next-hop node and one backup). Using traditional
key management schemes, 30 pairwise of keys need to be
established for u, one key for each neighbor. Using c-neighbor
concept, only 2 pairwise keys need to be set up for u, one
for each c-neighbor. Thus, the new scheme can significantly
reduce communication and computation overheads, and hence
reduce sensor energy consumption.

Public-key cryptography has been considered too expen-
sive for small sensor nodes, because traditional public-key
algorithms (such as RSA) require extensive computations
and are not suitable for tiny sensors. However, the recent
progress on Elliptic Curve Cryptography (ECC) [10] provides
new opportunities to utilize public-key cryptography in sensor
networks. The recent implementation of 160-bit ECC on
Atmel ATmega128, a CPU of 8Hz and 8 bits, shows that
an ECC point multiplication takes less than one second [11],
which demonstrates that the ECC public-key cryptography
is feasible for sensor networks. Compared with symmetric
key cryptography, public-key cryptography provides a more
flexible and simple interface, requiring no key pre-distribution,
no pair-wise key sharing, and no complicated one-way key
chain scheme.

ECC can be combined with Diffie-Hellman approach to
provide key exchange scheme for two communication parties.
ECC can also be utilized for generating digital signature,
data encryption and decryption. The Elliptic Curve Digital
Signature Algorithm (ECDSA) utilizes ECC to generate digital
signature for authentication and other security purposes [12],
[13]. Several approaches for encryption and decryption using

ECC have been proposed [10], [12]. Please refer to references
[10], [12], [13] for the details.

In this paper, we present an efficient key management
scheme for HSNs. The scheme utilizes the c-neighbor concept
and ECC public-key cryptography. Typical sensor nodes are
unreliable devices and may fail overtime. Our key man-
agement scheme considers topology change caused by node
failures. That is, the scheme set up pairwise keys for each
sensor with more than one neighbor. In case the primary next-
hop node fails, a backup node is used for communications. In
addition, if there is a need for two neighbor sensor nodes to
set up shared keys later (e.g., in case all backup nodes fail);
they can do this with the help from other neighbors [6].

The contributions of this paper are three folds. First, we
observed the fact that a sensor only communicates with
a small portion of its neighbors and utilized it to reduce
the overhead of key management. Second, we designed an
effective key management scheme for HSNs by taking ad-
vantage of powerful H-sensors. Third, we utilized a public
key algorithm - ECC for efficient key establishment among
sensor nodes. The rest of the paper is organized as follows.
Section II describes the routing structure in HSNs. Section III
presents the routing-driving key management scheme. Section
IV gives the simulation results and security analysis. Section
V concludes this paper.

II. THE ROUTING STRUCTURE IN HSNS

In this Section, we present an efficient key management
scheme for HSNs which utilizes the special communication
pattern in sensor networks and ECC. The scheme is referred to
as ECC-based key management scheme. We consider an HSN
consisting of two types of sensors: a small number of high-end
sensors (H-sensors) and a large number of low-end sensors
(L-sensors). Both H-sensors and L-sensors are powered by
batteries and have limited energy supply. Clusters are formed
in an HSN. For an HSN, it is natural to let powerful H-sensors
serve as cluster heads and form clusters around them. First,
we list the assumptions of HSNs below.

1) Due to cost constraints, L-sensors are NOT equipped
with tamper-resistant hardware. Assume that if an ad-
versary compromises an L-sensor, she can extract all
key material, data, and code stored on that node.

2) H-sensors are equipped with tamper-resistant hardware.
It is reasonable to assume that powerful H-sensors are
equipped with the technology. In addition, the number
of H-sensors in an HSN is small (e.g., 20 H-sensors
and 1,000 L-sensors in an HSN). Hence, the total cost
of tamper-resistant hardware in an HSN is low.

3) Each L-sensor (and H-sensor) is static and aware of its
own location. Sensor nodes can use a secure location
service such as [14] to estimate their locations, and no
GPS receiver is required at each node.

4) Each L-sensor (and H-sensor) has a unique node ID.
5) The sink is trusted.
The notations used in the rest of the paper are listed below.
1) u and v are L-sensors.
2) H is an H-sensor.
Next, we briefly describe a cluster formation scheme for

HSNs.
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Fig. 1. Cluster formation in an HSN.

A. The Cluster Formation

After sensor deployment, clusters are formed in an HSN.
We have designed an efficient clustering scheme for HSNs in
[15]. Because of the page limit, we will not describe the details
of the clustering scheme here. For the simplicity of discussion,
assume that each H-sensor can communicate directly with its
neighbor H-sensors (if not, then relay via L-sensors can be
used). All H-sensors form a backbone in an HSN. After cluster
formation, an HSN is divided into multiple clusters, where H-
sensors serve as the cluster heads. An illustration of the cluster
formation is shown in Fig. 1, where the small squares are L-
sensors, large rectangular nodes are H-sensors, and the large
square at the bottom-left corner is the sink.

B. Routing in HSNs

In an HSN, the sink, H-sensors and L-sensors form a
hierarchical network architecture. Clusters are formed in the
network and H-sensors serve as cluster heads. All H-sensors
form a communication backbone in the network. Powerful
H-sensors have sufficient energy supply, long transmission
range, high date rate, and thus provide many advantages for
designing more efficient routing protocols. We have designed
an efficient routing protocol for HSNs in [16]. Routing in an
HSN consists of two phases: 1) Intra-cluster routing - each
L-sensor sends data to its cluster head via multi-hops of other
L-sensors; and 2) Inter-cluster routing - a cluster head (an
H-sensor) aggregates data from multiple L-sensors and then
sends the data to the sink via the H-sensor backbone. The
routing structure in an HSN is illustrated in Fig. 1. We are
interested in key establishment for L-sensors, so we briefly
describe the intra-cluster routing scheme below.

An intra-cluster routing scheme determines how to route
packets from an L-sensor to its cluster head. The basic idea
is to let all L-sensors (in a cluster) form a tree rooted at the

cluster head H. It has been shown in [17] that: (1) If complete
data fusion is conducted at intermediate nodes, (i.e., two k-
bit packets come in, and one k-bit packet goes out after data
fusion) then a minimum spanning tree (MST) consumes the
least total energy in the cluster. (2) If there is no data fusion
within the cluster, then a shortest-path tree (SPT) consumes
the least total energy. (3) For partial fusion, it is a NP-
complete problem of finding the tree that consumes the least
total energy.

For sensor networks where data generated by neighbor
sensors are highly correlated (e.g., two k-bit packets are
aggregated to one m-bit packet, where m is close to k), an
MST can be used to approximate the least energy consumption
case. To construct a MST, each L-sensor sends its location
information to the cluster head H (during cluster formation
phase), and then H can run a centralized MST algorithm to
construct the tree. After constructing the MST, H disseminates
the tree structure (parent-child relationships) to all L-sensors
using one or more broadcasts. For example, a pair (u, v)
may be used to denote that L-sensor u is v’s parent node.
If the cluster is small, one broadcast message can include all
the pairs. If the cluster is large, then it can be divided into
several sections. H notifies L-sensors in each section by one
broadcast. Note that the broadcast from a cluster head needs
to be authenticated. Otherwise, an adversary may broadcast
malicious messages and disrupt the dissemination of routing
information. We discuss the broadcast authentication in next
Section. For sensor networks where the data from neighbor
sensors have little correlation, an SPT can be constructed,
using either a centralized or distributed algorithm.

Since L-sensors are small, unreliable devices and may fail
overtime, robust and self-healing routing protocols are critical
to ensure reliable communications among L-sensors. During
the tree setup, two or more parent nodes are determined for
each L-sensor. One parent node serves as the primary parent,
and other nodes serve as backup parents.

Given the tree-based routing structure within a cluster, each
L-sensor only needs shared keys with its c-neighbors, i.e., its
parent-nodes and child-nodes. In next subsection, we discuss
how to establish shared keys.

III. THE ROUTING-DRIVEN KEY MANAGEMENT SCHEME

Key setup for L-sensors can be achieved in either cen-
tralized or distributed way. First, we present the centralized
scheme.

A. Centralized Key Establishment

We propose the following centralized ECC-based key man-
agement scheme. A server is used to generate pairs of ECC
public and private keys, one pair for each L-sensor (and H-
sensor). The server selects an elliptic curve E over a large finite
field F and a point P on that curve. Each L-sensor (denoted
as u) is pre-loaded with its private key (denoted as KR

u = Iu).
An H-sensor has large storage space and is pre-loaded with
public keys of all L-sensors (such as KU

u = IuP ). Each H-
sensor (denoted as H) also stores the association between every
L-sensor and its private key. An alternative approach is to
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pre-load each L-sensor its public key and then let every L-
sensor sends the public key to H after deployment. However,
this scheme introduces large communication overhead and
furthermore security problems, since an adversary may modify
the public key during its route to H.

The pre-loaded keys in H-sensors are protected by the
tamper-resistant hardware. Even if an adversary captures an
H-sensor, she could not obtain the key materials. Given the
protection from tamper-resistant hardware, the same ECC
public/private key pair can be used by all H-sensors, which
reduces the storage overhead of the key management scheme.
Each H-sensor is pre-loaded with a pair of common ECC
public key (denoted as KU

H = IHP ) and private key (denoted
as KR

H = IH ). The public key of H-sensors - KU
H is also

loaded in each L-sensor, and the key is used to authenticate
broadcasts from H-sensors. The ECDSA algorithm [13] is
used for authenticating broadcasts from H-sensors. When H
broadcasts the routing structure information (e.g., the MST) to
L-sensors, a digital signature is calculated over the message
using H’s private key. Each L-sensor can verify the digital
signature by using H’s public key, and thus authenticate the
broadcast. In addition, each H-sensor is pre-loaded with a
special key KH , which is used by a symmetric encryption
algorithm for verifying newly-deployed sensors and for secure
communications among H-sensors.

After selecting a cluster head H, each L-sensor u sends to H
a clear (un-encrypted) Key-request message, which includes
the L-sensor ID - u, and u’s location. A greedy geographic
routing protocol (e.g., [18]) may be used to forward the Key-
request message to H. Note that the location of the cluster
head is known to all L-sensors during cluster formation. An
L-sensor sends the message to the neighbor L-sensor that
has the shortest distance to the cluster head, and the next
node performs similar operation, until the packet arrives at
the cluster head.

After a certain time, the cluster head H should receive Key-
request messages from all (or most) L-sensors in its cluster,
and then H uses a centralized MST (or SPT) algorithm to
determine the tree structure in the cluster. Next, H generates
shared-keys for each L-sensor and its c-neighbors. For an L-
sensor u and its c-neighbor v, H generates a new key Ku,v.
Recall that H is pre-loaded with the public keys of all L-
sensors. H encrypts Ku,v by using u’s public key and an ECC
encryption scheme [18], and then H unicasts the message to
u. L-sensor u decrypts the message and obtain the shared key
between itself and v. After all L-sensors obtain the shared-
keys, they can communicate securely with their c-neighbors.

B. Distributed Key Establishment

The key setup can also be done in a distributed way. In the
distributed key establishment, each L-sensor is pre-loaded with
a pair of ECC keys - a private key and a public key. When an
L-sensor (denoted as u) sends its locations information to its
cluster head H, u computes a Message Authentication Code
(MAC) over the message by using u’s private key, and the
MAC is appended to message. When H receives the message,
H can verify the MAC and then authenticate u’s identify, by
using u’s public key. Then H generates a certificate (denoted
as CAu) for u’s public key by using H’s private key.

After determining the routing tree structure in a cluster,
the cluster head H disseminates the tree structure (i.e., parent-
child relationship) and the corresponding public key certificate
to each L-sensor. The public key certificates are signed by
H’s private key, and can be verified by every L-sensor, since
each L-sensor is preloaded with H’s public key. A public key
certificate proves the authenticity of a public key and further
proves the identity of one L-sensor to another L-sensor.

If two L-sensors are parent and child in the routing tree,
then they are c-neighbors of each other, and they will set up
a shared key by themselves. For each pair of c-neighbors, the
sensor with smaller node ID initiates the key establishment
process. For example, suppose that L-sensor u and v are c-
neighbors and u has a smaller ID than v. The process is
presented below:

1) Node u sends its public key KU
u = IuP to v.

2) Node v sends its public key KU
v = IvP to u.

3) Node u generates the shared key by multiplying its
private key Iu with v’s public key - KU

v , i.e., Ku,v =
KR

u KU
v = IuIvP ; similarly, v generates the shared key

- Ku,v = KR
v KU

u = IuIvP .

After the above process, nodes u and v share a common
key and they can start secure communications. To reduce the
computation overhead, symmetric encryption algorithms are
used among L-sensors. Note that in the distributed key estab-
lishment scheme, the assumption of having tamper-resistant
hardware in H-sensors can be removed.

C. Key Revocation

When an L-sensor is compromised by an adversary, all the
keys used by this L-sensor needs to be revoked. Assume that
the node compromise is detected by some scheme and is re-
ported to the cluster head H. H can disseminate a Revocation
message containing the identity of the compromised node.
A digital signature (denoted as sign) is calculated over the
message by using the ECDSA algorithm [13] and H’s private
key, and the sign is appended after the key list. The format
of the Revocation message is: Node ID + sign. Upon
receiving a Revocation message, an L-sensor checks whether
it communicates with the compromised node. If so, the L-
sensor revokes the keys shared between them. Since each L-
sensor knows H’s public key, when an L-sensor receives the
Revocation message, it can check the integrity of the message
by verifying the digital signature. This prevents an adversary
from sending a fake Revocation message.

IV. PERFORMANCE EVALUATION

In this Section, we present the performance evaluation
results of the ECC-based key management scheme (referred to
as the ECC scheme below). The key pre-distribution scheme
proposed by Eschenauer and Gligor [6] is used for compar-
ison, and it is referred to as the E-G scheme. We compare
the storage requirement and energy consumption in subsection
A and B, respectively. The security analysis is presented in
subsection C.
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A. Significant Storage Saving

Assume that the number of H-sensors and L-sensors in an
HSN is M and N , respectively. Typically we have M <<
N . In the centralized ECC key management scheme, each L-
sensor is pre-loaded with its private key and the public key of
H-sensors. Each H-sensor is pre-loaded with public keys of
all L-sensors, plus a pair of private/public key for itself, and
a key KH for newly deployed sensors. Thus, an H-sensor is
pre-loaded with N + 3 keys. The total number of pre-loaded
keys is:

M × (N + 3) + 2 × N = (M + 2)N + 3M (1)

In the distributed ECC key management scheme, each L-
sensor is pre-loaded with its public/private key. Each H-sensor
is pre-loaded with public/private key and key KH . Thus, the
total number of pre-loaded keys is:

3M + 2N (2)

In the E-G scheme, each sensor is pre-loaded with m keys.
The total number of pre-loaded keys in a network with M +N
sensors is:

m(M + N) (3)

The value of m depends on the key pool size P and the prob-
ability of sharing at least one key between two sensors. When
P is 10,000, m needs to be larger than 150 to achieve a key-
sharing probability of 0.9 [6]. Let’s use an example to compare
the storage requirement of ECC key management scheme and
the E-G scheme. Suppose that there are N = 1000 L-sensors
and M = 20 H-sensors in an HSN. The total number of
pre-loaded keys under the centralized and distributed ECC
key management scheme is 21,060 and 2,060, respectively.
In a homogeneous sensor network with 1020 sensors, each
sensor is pre-loaded with 150 keys. The total number of pre-
loaded keys is 153,000, which is 7 times more than that in
the centralized ECC scheme, and about 74 times of that in the
distributed ECC scheme. The example shows that the ECC key
management scheme requires much less total storage space
than the E-G scheme.

We notice that a public-key cryptograph algorithm may need
a longer key than a symmetric one to achieve similar security
strength. For example, the security level of ECC with a 160-bit
key is equivalent to that of a symmetric cryptograph algorithm
using a 64-bit key. Even by considering the key length, the
proposed ECC schemes still achieves a lot of storage savings
compared to the E-G scheme. Using the parameters in the
previous paragraph, the total storage space under the E-G
scheme (with a 160-bit key) is about 2.9 times of that under
the centralized ECC scheme (with a 64-bit key), and about
29.7 times of that under the distributed ECC scheme (with a
64-bit key).

In Fig. 2, we plot the total storage requirements for different
sizes of sensor networks and different numbers of pre-loaded
keys in the E-G scheme. The x-axis is m - the number of
pre-loaded keys in the E-G scheme. The y-axis represents the
total storage space required for pre-loaded keys (in the unit
of key length). The top five dotted curves (with small circles)
are the total required storage spaces under the E-G scheme,
where N = 1,000, 800, 600, 400, and 200 from top to bottom,
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Fig. 2. Comparison of required storage space.

respectively. The five solid lines at the bottom of Fig. 2 are the
total required memory spaces under the centralized ECC key
management scheme, for the five value of N (1,000, 800, 600,
400, and 200). Fig. 2 shows that the ECC key management
scheme requires much less storage space for pre-loaded keys
than the E-G scheme, for different network sizes and numbers
of pre-loaded keys (m) tested. The more keys pre-loaded in
a sensor under the E-G scheme, the larger the storage saving
achieved by the ECC scheme.

B. Total Energy Consumption

We run simulations to compare the energy consumption of
our ECC key management scheme and the E-G scheme. The
simulations are conducted by using the QualNet simulator
[19]. The default simulation testbed has 1 sink and 1000
L-sensors randomly distributed in a 1000m × 1000m area.
The underlying medium access control protocol is IEEE
802.11 Distributed Coordination Function (DCF). For the ECC
scheme, there are additional 20 H-sensors. For comparison, 20
L-sensors are added for the E-G scheme. The transmission
range of an L-sensor and an H-sensor is 60m and 150m,
respectively. The average number of neighbors for an L-sensor
is 1000× π × 602/(1000× 1000) ≈ 11. Each simulation run
lasts for 600 seconds, and each result is averaged over ten
random network topologies. The energy consumption param-
eters are set according to the MICA2 Mote datasheet [20].
The energy consumed to receive a packet is Erx =32mW,
and the transmitter energy consumption is Etx =81mW. The
idle power consumption is Ps = 12mW .

We compare the total energy consumption of using the cen-
tralized ECC key management scheme and the E-G scheme.
The energy consumption reported here only includes the
energy used to set up security keys, but does not include
the energy for data communications. In the simulation, the
number of L-sensors varies from 200 to 1000, with an increase
of 200. The number of H-sensors under the ECC scheme
is always 20. For the E-G scheme, the key pool size is
P = 10,000, and the number of pre-loaded keys in each
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sensor is m = 150, thus, the key-sharing probability is
about 90%. Under the ECC scheme, a sensor only establishes
shared key with communication neighbors. Denote the number
of communication neighbors as n. We measure the energy
consumption of the ECC scheme for different values of n,
including 2, 6 and 11, where 11 means that a sensor sets up
keys with every neighbor. The simulation results are reported
in Fig. 3. Fig. 3 shows that the ECC key management scheme
consumes much less energy than the E-G scheme (including
the case when n = 11), and the ECC scheme achieves more
energy saving for larger networks. We obtain similar results
for the distributed ECC key management scheme.

C. Security Analysis

In this subsection, we analyze the resilience of our ECC
key management scheme against node compromise attack. We
want to find out the effect of c L-sensors being compromised
on the rest of the network. I.e., for any two L-sensors u and
v which are not compromised, what is the probability that the
adversary can decrypt the communications between u and v
when c L-sensors are compromised?

In the ECC key management scheme, each L-sensor is pre-
loaded with one unique private key. After key setup, each
pair of communicating L-sensors has a different shared key.
Thus, compromising c L-sensors does not affect the security
of communications among other L-sensors.

In [7], Chan etal. calculate the probability that two sensors
have exactly j common keys in the E-G scheme is p(j) =(
P
j

) (
P−j
2(m−j)

)(
2(m−j)
m−j

)
/

(
P
m

)2
, where m is the number of

pre-loaded keys in each sensor. Chan etal. give the probability
of compromising a secure link under the E-G scheme as:

C(m) =
m∑

j=1

(1 − (1 − m

P
)c)jp(j)

/
m∑

j=1

p(j) (4)

In Fig. 4, we plot the probability that an adversary can de-
crypt the communications between two sensors u and v when
c L-sensors (other than u and v) are compromised (referred to
as compromising probability). In Fig. 4, the key pool size P
is 10,000, and the number of compromised sensors - c varies
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Fig. 4. The probability of an independent secure link being compromised.

from 10 to 200, with an increment of 10. For the E-G scheme,
we calculate the probability for three different values of m:
20, 30, and 50. Fig. 4 shows that the more keys pre-loaded in
a sensor under the E-G scheme, the larger the compromising
probability, that is, less resilient to node compromise attack.
For the ECC scheme, the compromising probability is always
zero, no matter how many sensors are compromised, since
each L-sensor uses a distinctive public/private key pair. Thus,
the ECC key management scheme is very resilient against
node compromise attack.

V. CONCLUSIONS

In this paper, we presented an efficient key management
scheme for heterogeneous sensor networks. The proposed
key management scheme utilizes the fact that a sensor only
communicates with a small portion of its neighbors and
thus greatly reduces the communication and computation
overheads of key setup. A public key algorithm - Elliptic
Curve Cryptography (ECC) is used to further improve the key
management scheme. The scheme only pre-loads a few keys
on each L-sensor and thus significantly reduces sensor storage
requirement. Our performance evaluation and security analysis
showed that the routing-driven, ECC-based key management
scheme can significantly reduce communication overhead,
sensor storage requirement and energy consumption while
achieving better security (e.g., stronger resilience against node
compromise attack) than a popular key management scheme
for sensor networks.
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