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Abstract—The discontinuous reception (DRX) mechanism is
adopted in Long-Term Evolution (LTE) systems as a core technol-
ogy to prolong the battery lifetime of user equipment (UE). With
the development of mobile Internet, there is an increasingly ur-
gent need to optimize the DRX performance to accommodate the
emerging applications. In this paper, to describe the self-similarity
exhibited by the applications, a truncated-Pareto-distributed ar-
rival traffic model is introduced into the LTE-DRX modeling
framework. With this premise, a DRX analytical model based on a
discrete-time semi-Markov process (DTSMP) is established. Using
the proposed model, the performance of DRX operations under
certain configurations can be evaluated precisely. To deploy it in
practical use, we have designed an online power-saving strategy
(OPSS) to improve the energy efficiency of the UE. The OPSS
is conducted in two phases: estimation and optimization. In the
first phase, several derived statistical estimators are deployed
to capture the fluctuations of the traffic conditions and DRX
operations. It is proved that these estimators could unbiasedly
estimate the statistics within just 1 s. In the second phase, the DRX
configuration is optimized by considering the trade off between the
packet delay and the power-saving performance. Solid simulations
are conducted to verify the accuracy of the DRX analytical model
and to evaluate the efficiency of the OPSS. The well-matched
results demonstrate that the analytical model is correctly derived.
Moreover, we have proved that the proposed OPSS could out-
perform the conventional LTE DRX mechanism in terms of both
energy conservation and packet delay.

Index Terms—Discontinuous reception (DRX), discrete-time
semi-Markov process (DTSMP), Long-Term Evolution (LTE),
multimedia, power saving, self-similar traffic.

NOMENCLATURE

tI Threshold of the Inactive timer.
tSD Length of short DRX cycle.
tLD Length of long DRX cycle.
tON Threshold of On-duration timer.
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NSD Maximum number of short DRX cycle.
α Distribution shape parameter of truncated Pareto

distribution.
xm Location parameter of truncated Pareto distribution.
m Truncated value of truncated Pareto distribution.
hi Sojourn time distribution of state i.
Ui Mean sojourn time in state i.
tbusy Length of packets’ continuous arriving during active

period.
fij Conditional distribution of the sojourn time in state j,

given the previous state transition is from state i.
qij Discrete-time semi-Markov kernel of state j, given

the previous state transition is from state i.
PS Power-saving factor.
DS Expected wake-up delay in light sleep period.
DL Expected wake-up delay in deep sleep period.
E(D) Expected wake-up delay.
X̂m Unbiased estimator of xm.
α∗ Unbiased estimator of α.
Ûi(M) Estimator of Ui.
ν̂(i) Estimator of νi.

I. INTRODUCTION

NOWADAYS, along with the rapid development of smart
mobile devices, wireless communication technologies

and various mobile Internet applications, with multimedia as
one of the representatives, have emerged and gained huge
popularity. This calls for larger system capacity, higher trans-
mission rate, and better user experience, to drive the evolution
of new technologies such as high-order modulation, beamform-
ing, channel equalization, and multiple-input–multiple-output
antennas. These physical-layer techniques not only could sig-
nificantly improve spectrum efficiency but could increase the
complexity of receivers’ computational circuitry as well, thus
draining more the battery power of user equipment (UE).
Substantial improvements of power-saving operation mecha-
nisms are necessary for UE design [1]. For this purpose, the
Third-Generation Partnership Project (3GPP) LTE standard
has specified new discontinuous reception (DRX) based on
the Universal Mobile Telecommunications System (UMTS)
DRX mechanism, namely LTE-DRX. It is worth noting that
another important standard, i.e., Worldwide Interoperability
for Microwave Access (WiMAX), has also introduced a novel
sleep/idle transmission mechanism to prolong the UE’s battery
lifetime.

The basic idea of DRX is to allow UE to turn off its wire-
less transceiver to save energy from unnecessary consumption.
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In LTE, the evolved NodeB (eNB) controls the UE’s DRX
operation by a radio resource control (RRC) entity via the
physical downlink control channel (PDCCH). With DRX, the
UE is allowed to discontinuously monitor the PDCCH on which
the downlink transmission grants are assigned. LTE defines two
modes of DRX, depending on whether the UE has an active
session, rather than defining power-saving classes correspond-
ing to different kinds of traffic in WiMAX [2]. When there
are no active sessions, LTE DRX works in RRC_Idle mode,
and the UE performs similarly as other DRX mechanisms [3].
During the active sessions, the RRC_Connected-mode LTE
DRX is activated. Different from other DRXs, LTE DRX in
RRC_Connected mode allows the UE to enter sleep mode
while it is registered with eNB. LTE DRX is one of the most
effective power-saving mechanism and is already supported by
the latest LTE phones (e.g. iPhone 5 and HTC One).

However, the present LTE DRX still has more room for
improvement. Existing LTE DRX mechanism specified in the
3GPP Release 8 [4] is based on static sleep mode, which leads
to inevitable performance degradation. To provide a universal
and easy-to-implement method, it abandons the mechanism that
is based on traffic types (used by WiMAX [2]) and adopts
a static sleep mode that is expected to meet most of the
traffic QoS requirements. Nevertheless, with the development
of mobile Internet, a universal method that fits all traffic does
not exist. It is necessary to consider different applications in
LTE DRX. Recently, in 3GPP Release 11, work item “RAN
Enhancements of Diverse Data Applications” [5] has been
conducted to study the battery drain due to emerging mobile
Internet applications, which also confirms the given conclusion.
Therefore, the optimization of LTE DRX based on emerging
mobile Internet applications could significantly influence the
energy efficiency of LTE systems.

The main approach of existing works on optimizing LTE
DRX is to adjust the DRX parameters. The 3GPP LTE standard
has specified several DRX parameters to precisely control the
UE’s behavior, such as when to sleep, when to monitor the
PDCCH, when to activate, and how long each state should
take. In fact, the early discussion on the LTE DRX parameters
described in 3GPP technical reports [6], [7] has already shown
that 1) flexible configurable DRX parameters could obtain
better performance than fixed parameters and 2) that different
traffic conditions could influence the LTE DRX performance.
Therefore, the DRX parameters should be adaptively optimized
with changing traffic conditions.

Over the past few years, this area of research has attracted
much interest. The related research can be divided into two
directions: optimization based on concrete traffic types [6], [8],
[9] and optimization based on general traffic analytical models
[3], [10], [11]. The studies in the first direction are always with
the aid of extensive simulations and realistic measurements.
They focus on the traffic with specific operating patterns, such
as hypertext markup language [6], voice over IP [8], [9], [12],
and Hypertext Transfer Protocol [13]. In these works, the trade-
off between power saving and delay is achieved by adjusting
the DRX parameters. Meanwhile, the best DRX parameter
configurations for different arrival rates are also given. They
have the advantage of precisely fitting the specific traffic and

are very practical to deploy. The drawback is also obvious: The
scope of their solutions is narrow, and they cannot deal with
various mobile Internet applications running simultaneously
on the UE. Hence, the second direction is attracting a lot of
attention these days.

Generally speaking, the efforts in the second direction focus
on DRX analytical modeling and analytical-model-based opti-
mization algorithms. The DRX analytical model is the foun-
dation of optimization. All of the existing LTE DRX models
[10], [11], [14] follow the method and assumptions in [3],
in which an analytical model of UMTS DRX is provided for
the first time. All these models assume that the packet arrival
intervals and transmission times follow exponential and general
distributions, respectively. Furthermore, they all adopt the semi-
Markov chain as the main mathematical tool, and most of
the statistics are derived by utilizing the memoryless property
of exponential distribution. These models can predict power-
saving performance and expected delay of LTE DRX under
non-real-time traffic. Most existing analytical studies for op-
timizing traffic-based power-saving mechanisms are conducted
in the WiMAX system. In [15], the sleep cycle optimization
method of WiMAX in [16] is applied to LTE, and the LTE DRX
model proposed in [10] is adopted. There are two common
drawbacks of the existing works in the second direction. First,
as shown in [17] and [18], the Poisson traffic model cannot
accurately reflect the multimedia/mixed traffic in mobile In-
ternet. Second, the traffic estimation algorithm is required to
observe and record traffic conditions for a long time and tends
to consuming many more eNB’s resources.

The complexity of multimedia traffic is a natural conse-
quence of integrating a diverse range of traffic resources such as
video, voice, and data, which significantly differ in their traffic
patterns and requirements [18]. In [19] and [20], it is demon-
strated that broadband multimedia services and Internet traffic
exhibit properties of self-similarity and long-range dependence
(LRD). In general, self-similar traffic shows identical statistical
characteristics over a wide range of time scales, which may
have a significant impact on network performance. To the best
of our knowledge, there is no existing work that has considered
the self-similar traffic model in LTE DRX modeling. However,
with the emergence of mobile Internet, we believe that consid-
ering the self-similar traffic in DRX studies is necessary.

In this paper, we first introduce and set up a self-similar
traffic model, and then, we establish a new LTE DRX ana-
lytical model by using the discrete-time semi-Markov process
(DTSMP). Considering practical deployment, we propose an
online power-saving strategy (OPSS), by which the traffic con-
dition and the statistics of DRX operations can be unbiasedly
estimated and the optimal DRX parameter configuration can be
eventually obtained.

Our first contribution is that this is the first work to intro-
duce a self-similar traffic model into DRX modeling and to
construct a complete analytical model. Since the interarrival
times follow the truncated Pareto distribution, which do not
have the memoryless property of the exponential distribution,
the DRX modeling is quite different from previous works. We
find that it is difficult to analyze the LTE DRX under self-
similar traffic by using the methods in [10], [11], and [14].
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Fig. 1. 3GPP LTE DRX mechanism.

Furthermore, the continuous semi-Markov process, which is
widely used in previous works, is not suitable for describing
the discrete-time property of LTE DRX. Hence, we adopt the
DTSMP as the main mathematical tool, and based on this
the statistical parameters such as sojourn time in each state
and transition probability are derived with the probability
density function (pdf) of the truncated Pareto distribution.
Moreover, following the suggestion in [21], we remove the self-
transitions in the embedded Markov chain (EMC) and consider
the state’s self-transition as sojourn in that state. Simulation
results show that, by this adjustment, our deduction meets
the definition of the semi-Markov process better and is more
suitable for the LTE DRX modeling, as compared with existing
works.

Our second contribution is to propose a novel practical OPSS
based on the proposed analytical model, which is different from
estimating only the packet arrival rate in previous Poisson-
traffic-based DRX studies [22]. In this paper, we design online
estimators for both traffic conditions and LTE DRX operations.
Specifically, by using the maximum likelihood (ML) method
and the properties of gamma distribution, we derive an un-
biased estimator for traffic conditions and prove its effective-
ness. Based on the recent progress in estimating the DTSMP
parameters [23], we propose an unbiased estimator for DRX
operations. Extensive simulations and analysis show that the
estimators can make unbiased estimations based on the random
samples collected in just 1 s. Compared with other estimation
algorithms, our methods can greatly reduce the eNB’s resource
consumption. Furthermore, we divide the estimation work be-
tween eNB and UE, where eNB estimates the traffic, and the
UE estimates the statistics of the DRX operations. It is worth
nothing that the idea of a UE-assisted power-saving mechanism
has already been adopted in the 3GPP release 11 [5].

Extensive simulations has been conducted to verify the LTE-
DRX analytical model and the proposed OPSS. The simulation
results show a good match between the proposed model and the
LTE DRX mechanism, and demonstrate that the power-saving
efficiency of the DRX operation can be enhanced by our OPSS,
while the delay requirements of UE is still preserved.

The remainder of this paper is organized as follows. In
Section II, we introduce the background technology used in
LTE DRX modeling. In Section III, we present our analytical
model of LTE DRX. In Section IV, we present the online statis-
tical estimators used in our optimization strategy. In Section V,
the design of the OPSS is given in detail. In Section VI, we
evaluate the analytical models and the online strategy with
simulations. Section VII concludes this paper.

II. BACKGROUND TECHNOLOGY

Here, we discuss two important fundamental conceptions:
LTE RRC_Connected-mode DRX and self-similar traffic,
which are the bases of the analytical model in the following.

A. RRC_Connected-Mode DRX

As mentioned in Section I, the difference between LTE
DRX and the previous DRX is mainly concentrated on
RRC_Connected mode. By this mode, the DRX parameters
are allowed to be modified during the data transmission.
Therefore, the RRC_Connected DRX is able to provide
quick adaptation to traffic status changes and to obtain higher
energy efficiency [10]. Therefore, in this paper, we only focus
on the RRC_Connected-mode DRX. For simplicity, the
“DRX” mentioned in the remainder of this paper stands for the
LTE DRX.

In LTE, any data transmission requires that the UE is in “high
power” RRC-connected state. With all data applications, there
are often short moments when no data are sent or received,
and during those moments, RRC_Connected-mode DRX can
save energy. RRC_Connected-mode DRX cyclically wakes
up and shuts down the receiver circuits to save energy. As
shown in Fig. 1, the whole data transmission process can be
divided into three states, namely active period, light sleep pe-
riod, and deep sleep period. In active period, the packet arrival
intervals are very short; therefore, the UE should stay awake to
monitor the PDCCH and receive data as a non-DRX system.
The other two states constitute the RRC_Connected-mode
DRX, and the 3GPP LTE standard [4] specifies the following
parameters to control the UE’s behavior in these states.

• Inactive timer tI denotes the maximum duration after the
last transmission at which UE shall remain turning on the
receiver to monitor the PDCCH. This timer is reset to zero
and enabled immediately after successful reception of the
PDCCH (resource grant or allocation).

• Short DRX cycle (tSD) specifies the number of consecutive
subframes that the UE shall follow in one DRX cycle
during the light sleep period.

• DRX short cycle timer (NSD) is expressed in integer num-
bers of short DRX cycles. NSD indicates the maximum
number of short DRX cycles in light sleep period before
transitioning to the deep sleep period.

• Long DRX cycle (tLD) specifies the number of consecutive
subframes that the UE shall follow in one DRX cycle
during the deep sleep period. A typical long DRX cycle
is at least ten times longer than a short DRX cycle.
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• DRX Long cycle timer (NLD) is expressed in integer num-
bers of long DRX cycles. NLD indicates the maximum
number of long DRX cycles in deep sleep period before
the eNB indicates the release of UE’s RRC connection or,
in other words, initiation of the RRC_Idle mode DRX.

• On-duration timer (tON) denotes the time period for
which the UE shall stay awake in each DRX cycle. The
ONduration is part of the DRX cycle and has the same
length for both short and long DRX cycles by default. To
facilitate the later discussion on tON, we define two new
parameters η and η′ to represent the proportion of tON

in tSD and tLD, respectively. Hence, we can get tON =
ηtSD = η′tLD and η′ = ηtSD/tLD.

All these adjustable parameters are communicated by means
of higher layer (RRC) signaling to each UE during the bearer
setup and when parameter updates are needed. With the help
of these parameters, we can describe the RRC_Connected-
mode DRX precisely. Inactive timer equals to the time interval
between the reception of packets during the active period. At
the moment when this value is larger than tI , the UE switches
to light sleep period, during which only the short DRX cycle
can be enabled. In each short DRX cycle, the UE first opens
its receiver to monitor the PDCCH for tON subframes; then,
regardless of the packet arrival is detected or not, the UE falls
asleep for the remaining tSD − tON subframes. If the PDCCH
indicates a downlink transmission, the UE transits from the
light sleep period into the active period and cancels its DRX
short cycle timer. Otherwise, the UE goes into the succeeding
DRX short cycle and increases its DRX short cycle timer by 1.
At the moment when the DRX short cycle timer is equal to
tSD + 1, the UE switches to deep sleep period, and the long
DRX cycle is activated. Except for the time duration after tON

taking tLD − tON subframes and the maximum value of DRX
long cycle timer being NLD, the UE’s behavior during the long
DRX cycle is exactly the same as that during the short DRX
cycle.

Since tSD is smaller than tLD, the short DRX cycle can be
employed in higher frequency, which makes it fit for bursty
traffic. However, when there exists services with aperiodic
silent period or occasional packet arrivals, the long DRX cycle
is more suitable [14]. In fact, the two-level DRX conception is
a compromise with system complexity because more flexibility
could be gained to fit different traffic patterns with more DRX
cycle levels. To be practical, the DRX mechanism is always
employed in a semi-static manner, which keeps UE’s DRX pa-
rameters static for long duration and when updating is needed.
Tuning the timer length to reach a suitable and functional length
is a tough task. In this paper, we utilize the nature of semi-static
by optimizing the DRX parameters based on the observation of
the UE’s traffic condition and DRX performance periodically.

B. Self-Similar Traffic

The traffic condition, particularly the interarrival time dis-
tribution, could significantly impact the performance of the
DRX mechanism. As mentioned in Section I, multimedia traffic
explicitly exhibits self-similarity properties. Thus, we need to

figure out what property does self-similar traffic have and how
could we use them to model the interarrival time distribution.

The self-similar traffic, in general, implies LRD [18], [19].
Mathematically, LRD is defined as the autocorrelations of
sequence decaying hyperbolically with increasing lag. That is, a
covariance stationary process X = (Xt : t = 0, 1, 2, . . .), with
mean μ and variance σ2, is LRD if it has an autocorrelation
function r(k), k ≥ 0, of the following form:

r(k) ∼ k−βL(t) as k → ∞ (1)

where 0 < β < 1, and L(t) is slowly varying at infinity, i.e.,
limt→∞ L(tx)/L(t) = 1 for all x > 0. This definition implies
that, for such a sequence, the autocorrelations have no finite
sum, i.e.,

∑∞
k=0 r(k) = ∞. The parameter β of the autocor-

relation function is related to the Hurst parameter by H =
1 − β/2. The Hurst parameter H is taken to be a measure of
the self-similarity of the series. For self-similar traffic, the Hurst
parameter should be greater than 1/2; typically H ≈ 0.7, or
0.8. Conventional traffic models converge to white noise as the
time scale increases by only a couple of orders of magnitude,
whereas self-similar traffic retains similar characteristics over
a wide range of time scales, hence the term “self-similar.”
Self-similar sequences are sometimes referred to as fractal-like.
Fractals are an example of deterministic self-similarity in that
they repeat exactly when scaled. However, our concern here is
stochastic self-similarity, i.e., random sequences that remain
statistically the same when scaled. The pioneering work on
self-similarity and its application to communications was by
Mandelbrot [20]; he argued that an interarrival time distri-
bution of the form P (x) = Pr(interval ≥ x) = Cx−k would
produce a self-similar arrival process. Here, 0 < k < 1 is a
fixed parameter of the distribution, and x is defined between
limits that approach 0 and ∞. The distribution is normalized
by scaling constant C. This distribution has a heavy tail so that
arbitrarily long interarrival times may occur with finite proba-
bility. It also has an asymptote at zero, allowing (nearly) zero
interarrival times to occur, providing bursts of closely spaced
arrivals. This means that the arrival count process is invariant
when scaled up from even the smallest initial time intervals.
This combination of bursts and spaces is a characteristic of self-
similar series.

The best known heavy-tailed distribution is the Pareto distri-
bution, which also fits well the packet interval time distribution
of self-similar traffic [17]. The pdf of type I Pareto distribution
takes the following form:

f(x) =
αxα

m

xα+1
for x ≥ xm (2)

where α is the distribution shape parameter, and xm is the
location parameter, with both being positive numbers. Specif-
ically, if α ≤ 2, then the distribution has infinite variance; if
α ≤ 1, then the distribution has infinite mean. For self-similar
traffic, α should be between 1 and 2. Then, the distribution has
slowly decaying variances, and the correlated Hurst parameter
is H = (3 − α)/2. This is an intuitively pleasing result as
when α = 2, H = 1/2, which indicates that the process is no
longer self-similar. Moreover, when α = 1, H = 1, which is
the largest possible value in the self-similar range of H .
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In real-world scenarios, the packet interarrival time cannot
be arbitrarily long; there is always an upper bound of the
probability tail. Thus, the truncated Pareto distribution, which
has been adopted in the 3GPP traffic model [24], is used in this
paper. Compared with type I Pareto distribution, the pdf of the
truncated Pareto distribution is much more complicated and,
of course, brings about redundantly mathematical derivation.
Therefore, we intuitively seek a method to degrade the pdf of
truncated Pareto distribution to a simple form. The 3GPP traffic
model provides a good way, as given in the following. The pdf
of the truncated Pareto distribution is in the following form:

f(x) =

{ αxα
m

xα+1 , xm ≤ x < m(
xm

m

)α
, x = m

(3)

where m is the value of the truncated point that is equal
to the maximum value of packet interarrival time; the other
parameters are the same with (2). The cumulative distribution
function is then defined as

FX(x) =

⎧⎨
⎩
(
xm

m

)α
, x = m

1 −
(
xm

x

)α
, xm ≤ x < m

0, x < xm.

(4)

It can be seen that the probability of m is a constant, and we
could treat other points in the field of definition by following the
type I Pareto distribution. It is worth noting that this degradation
brings slight inaccuracy at the probability of m because its
value is brutally equal to the summation of the probability
of values greater than or equal to m. Fortunately, the packet
interarrival time in real traffic has a large variation range;
therefore, we can assume that the value of m is much larger than
the location parameter xm, which will be shown in subsequent
analysis where the assumption makes the inaccuracy at m to
insignificantly affect the analytical results.

III. ANALYTICAL MODEL FOR THE

RRC_CONNECTED-MODE DISCONTINOUS

RECEPTION MECHANISM

A. Self-Similar Traffic Model

The homogeneous Poisson process is most frequently used
to illustrate the packet-interarrival-time property in former re-
search on DRX modeling (i.e., in [10], [11], and [14]). To
better fit the actual multimedia traffic, we adopt the truncated
Pareto distribution to illustrate the packet interarrival times.
This choice has two main advantages in general. First, as
discussed in Section II, it could well fit the self-similar property
of multimedia traffic. Second, it unifies different types of packet
interarrival times defined by the Poisson process framework;
therefore, the modeling complexity is reduced. Specifically,
such distribution could generate bursts of closely spaced ar-
rivals, which is corresponding to the conception of “interpacket
call idle time” defined in [10] and [14], and it also has an unig-
norable probability to generate sparse spaced arrivals, which
is corresponding to the conception of “intersession idle time”
defined in [10] and [14].

Fig. 2. Self-similar traffic trace (H = 0.8) generated by (5) on three different
time scales. Different gray levels indicate the same segments of traffic on the
different time scales.

Random samples that has the pdf of (3) can be generated
by using inverse transform sampling [25]. Given a random
variate U drawn from the uniform distribution on the interval
((xm/m)α, 1], the formula to generate the truncated Pareto
distribution is

x =
xm

U1/α
. (5)

Fig. 2 shows the different scaling behaviors of self-similar
traffic traces generated by (5). These traces show the property
of LRD, which exhibits fluctuations over a wide range of time
scales, as discussed earlier.

In this paper, to study the effect of different DRX parameter
configurations on the performance directly, we simplify the
traffic model under the following assumptions.

• Exhaustive service. We assume that the buffer is emptied
as soon as the UE wakes up. This assumption is feasible
in practical LTE systems since the peak data rate could
achieve more than 120 Mb/s for specific UE. Therefore,
we could ignore the transmission time and focus on the
delay that is only caused by the DRX mechanism. This
leads to the fact that the packet length is meaningless
in this paper. Accordingly, the packet interarrival time
is defined as the time between the instants of the entire
packet entering the eNB’s buffer.

• Neglecting impact of the scheduling and resource-
allocation algorithms. As we know, the scheduling and
resource-allocation algorithms could significantly affect
the transmission time and the waiting time as well. To
provide an insight on the effect of different DRX param-
eter configurations on the DRX performance directly, we
neglect the impact of scheduling and resource-allocation
algorithms. We will take them into account in future work.

• Single eNB-UE model. The cell load and the interference
among UE will affect the data transmission; therefore, we
only study on the single eNB-UE model in this paper for
the same reasons stated previously.

• Downlink-only traffic. Since, in this paper, we concentrate
on the DRX mechanism, only the downlink traffic has been
considered. However, as mentioned in [13], the modeling
procedures for the DTX is similar with DRX modeling.
Therefore, the analytical model proposed in this paper
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Fig. 3. DTSMP for the RRC_Connected -mode DRX analysis.

is also effective in DTX modeling, which considers the
uplink traffic only.

B. Semi-Markov-Process-Based DRX Analytic Model

Semi-Markov processes are generalizations of Markov pro-
cesses in which the time intervals between transitions have an
arbitrary distribution rather than an exponential distribution.
It has been proved to be a powerful mathematical tool for
precisely representing the DRX mechanism in UMTS [26] and
LTE [10], [11] with Poisson traffic. In this paper, we also adopt
a semi-Markov process as the main method but in a different
way. First, we introduce the concept of sojourn time distribution
to calculate the mean sojourn time in each state, rather than
utilizing the memoryless property of the exponential as in [3]
and [11]. Second, since the smallest time unit in LTE is the
transmission time interval (TTI) and the DRX mechanism is
working on cycles (integer multiple of TTIs), we adopt the
DTSMP [27] instead of the continuous-time process used in
previous studies.

As shown in Fig. 3, the DTSMP consists of three states,
which are relevant to the three periods showed in Fig. 1. S1,
S2, and, S3 correspond to active period, light sleep period, and
deep sleep period, respectively. The transitions among states
strictly obeys the mechanism described in Section II.

By means of the DTSMP, we are going to deduce the power-
saving factor and the expectation of wake-up delay, which
have been considered the two most important performance
output measures of DRX [3]. Before that, we should calculate
the following necessary statistical parameters: the transition
probability and the stationary distribution of EMC,1 which also
mean the sojourn time of each state and the limit distribution of
the DTSMP.

Let UE’s DRX state space E = {1, 2, 3}, whose evolution
in time is governed by a stochastic process Z = (Zn;n ∈ N).
Then, let J = (Jn;n ∈ N) be a stochastic process with state
space E = {1, 2, 3}, where Jn is the system state at the nth
jump time N = {0, 1, . . .}. The relation between process Z and
process J of the successively visited states is given by Zk =
JN(k), or, equivalently, Jn = ZSn

, n, k ∈ N, where N(k) =
max{n ∈ N|Sn ≤ k} is the discrete-time counting process of
the number of jumps in [1, k] ⊂ N. The stochastic process
S = {Sn, n ∈ N} with state space N, where Sn is the nth
jump time. We suppose S0 = 0 and 0 < S1 < S2 < . . . <
Sn < Sn+1 < . . .. The stochastic process D = (Dn;n ∈ N∗)
with state space N∗ = N− {0}, where Dn is the sojourn time
in state Jn−1 before the nth jump. Thus, we have, for all
n ∈ N∗, Dn = Sn − Sn−1. The stochastic process (J, S) =

1The EMC is a process in which we only focus on the time of state
transitioning, and we ignore the holding time in each state.

Fig. 4. Termination of the DRX cycles.

((Jn, Sn);n ∈ N) is said to be a discrete-time Markov renewal
process (DTMRP). We assume that (J, S) is homogeneous in
time. The important notion associated to the DTMRP is the
discrete-time semi-Markov kernel q = {qij(k), k ∈ N} ∈ ME ,
where ME is the set of nonnegative matrices on E × E, which
is defined as

qij(k) = P(Jn+1 = j,Dn+1 = k|Jn = i) (6)

where i, j ∈ E, and qij(0) = 0. It satisfies the relation

qij(k) = pijfij(k), i, j ∈ E, k ∈ N. (7)

pij = P(Jn+1 = j|Jn = i) is the transition probability of
EMC, and fij(k) is the conditional distribution of the sojourn
time, which are defined as

fij(k) = P(Dn+1 = k|Jn = i, Jn+1 = j), i, j ∈ E, k, n ∈ N.
(8)

It is shown in Fig. 3 that our DTSMP models the self-transition
pii = 0, ∀i ∈ E. One reason for this is that such transitions
are invisible in Z. Another is that, with this assumption, the
sample function of Z and the joint sample functions of J and
D uniquely specify each other. According to (6), we can get
qii(k) = 0, ∀i ∈ E, ∀k ≥ 0.

Moreover, for all i ∈ E, we denote hi(·) as the sojourn time
distribution in state i, which is defined as

hi(k) = P(Dn+1 = k|Jn = i) =
∑
j∈E

qij(k), k ∈ N. (9)

Finally, we denote Ui as the mean sojourn time in a state i ∈ E,
which is defined as

Ui = E(S1|J0 = i) =
∑
k≥1

khi(k). (10)

It is obvious that, to obtain the statistical parameter of
the DTSMP, the EMC (Jn;n ∈ N) should be first analyzed.
Denote random variable x as the packet interval time that
follows the truncated Pareto distribution, and the state transition
probabilities of EMC can be derived as follows.

• State 1 to State 2: Since there is only one transition out
from state “S1” to “S2,” we have p12 = 1.

• State 2 to State 1: As shown in Fig. 4, if the packet arrival
happens between t1 and t2, the UE can get the resource
allocation grants by decoding the PDCCH. Then, it will
wake up at t3 and enter “S1”; thus, the sojourn time is
tSD. Else, if the packet arrival happens between t2 and t4,
UE will wake up after another sleep period and then enter
“S1”; therefore, the sojourn time is 2tSD.
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According to the balance equation of every state, this
transition happens with the following probability2:

p21 = 1 − p23. (11)

• State 2 to State 3: If the UE has not detected any packet
arrival before the last ON duration in “S2”, the transition
from “S2” to “S3” takes place. Hence, from (3), we have

p23 =

tI+(NSD−1+η)tSD∫
tI

f(x)dx

=

[
tI

tI + (NSD − 1 + η)tSD

]α
. (12)

• State 3 to State 1: We could obtain p31 = 1 for the same
reason as p12.

The transition probability matrix P of the EMC then can be
given as

P =

⎡
⎣ 0 1 0
p21 0 p23
1 0 0

⎤
⎦ . (13)

Let the row vector ν = (νn;n ∈ {1, 2, 3}) be the stationary
distribution of the EMC. By applying

∑3
n=1 νn = 1 and the

balance equations νi =
∑3

j=1 νjpji, we can solve the station-
ary distribution and obtain⎧⎪⎨

⎪⎩
ν1 = 1

2+p23

ν2 = 1
2+p23

ν3 = p23

2+p23
.

(14)

Now, all the interested statistical parameters of the EMC have
been obtained. It is easy to find that the EMC is irreducible
and positive recurrent. According to [22, Lemma 6.8.1], the ex-
pected holding interval at each state exists with probability of 1.
Then, the mean sojourn time Ui at each state can be derived as
follows.
U1: We assume in state “S1” that the UE experiences n

new packet arrivals (denoted as tbusy) and then encounters an
inactive timer expiration. Thus, we have

U1 = E(tbusy). (15)

The service time of packets in the active period is a constant
with a value of one TTI, which is shorter than the packet
interarrival time. Hence, tbusy can be calculated by the sum
of n− 1 packet interarrival times. Since the interarrival time
between packets are i.i.d., the increment for tbusy follows
geometric distribution. Now, we present the corresponding
increment probability ψc as

ψc = (1 − p>tI )
c p>tI (16)

where c ≥ 0. i indicates how many times the inactive timer
restart until its expiration. p>tI denotes the probability of

2In this paper, we assume the truncated value m of truncated-Pareto satisfies
NSDtSD < m− tI . If the converse is true, the state “S2” could never transit
to “S3” in Situation 1, which implies that the two-level DRX mechanism works
ineffectively under such bursty traffic. This fact has been observed in [28],
which studies on the DRX mechanism performance under video streaming.

packet interarrival time that is longer than tI . p>tI can be
obtained as follows:

p>tI =

m∫
tI

αxα
m

xα+1
dx+

(xm

m

)α

=

(
xm

tI

)α

. (17)

The expected packet interarrival time during tbusy, which is
denoted as x̂, is given by

E(x̂) =

⎡
⎢⎢⎢

tI∫
xm

αxα
m

xα
dx

⎤
⎥⎥⎥

=

⌈
αxα

mt1−α
I − αxm

1 − α

⌉
(18)

where 
·� stands for round-up function.3 Thereupon, we have
the mean sojourn time in state “S1” by

U1 =

∞∑
c=1

cψcE(x̂)

=

⌈
αxα

mt1−α
I − αxm

1 − α

⌉ [(
tI
xm

)α

− 1

]
. (19)

U2: Since deriving U2 in a similar way with U1 is exhaust-
ing and seems to be intriguing ambiguity, we introduce the
DTSMP to solve this problem. According to the DTSMP [27],
the answer could be gained after four steps. First, derive the
conditional distribution of sojourn time f21(k) and f23(k) by
(8). Second, calculate the corresponding discrete-time semi-
Markov kernels q21(k) and q23(k) by (7). Third, substitute the
obtained kernels into (9) to get the sojourn time distribution
h2(k). Finally, by (10), the mean sojourn time U2 could be
gained. One important property that we will use repeatedly later
is that, in state “S2”, the sojourn time is the integer times of
tSD, and the maximum value is NSDtSD (as shown in Fig. 4).
A detailed description of each step is explained as follows. By
(8), we have

f21(ltSD) =P(Dn+1 = ltSD|Jn = 2, Jn+1 = 1)

l ∈ {1, 2, . . . NSD}

=

{
P[tI≤x≤ηtSD+tI ]

P[x≥tI ]
, l = 1

P[tI≤x≤(l−1)tSD+ηtSD]
P[x≥tI ]

, 1 < l ≤ NSD

=

⎧⎨
⎩

1−(ηtSD+tI)
−αtαI , l=1{

[(l−2+η)tSD+tI ]
−α

− [(l−1+η)tSD+tI ]
−α} tαI , 1< ≤NSD

(20)

and

f23(NSDtSD) =P(Dn+1 = NSDtSD|Jn = 2, Jn+1 = 3)

=

[
xm

(NSD − 1 + η)tSD

]α
. (21)

3As stated previously, the smallest time unit in DRX is one TTI, which
implies that, even if the packet enters the buffer in noninteger times of TTI,
eNB will transmit the packet to UE in the next integer times of TTI.
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Notice that the truncated Pareto distribution is not memory-
less; therefore, we need to transform the conditional probability
function into division forms by the Bayes theorem, as shown in
(20). The corresponding discrete-time semi-Markov kernels can
be now obtained by q21 = p21f21 and q23 = p23f23.

Finally, by (10), the mean sojourn time in “S2” could be
given as

U2 =

NSD∑
l=1

ltSDq21(ltSD) +NSDtSDq23. (22)

U3: Since the deviation for U3 is almost the same as U2, we
directly give the results to make it brief.

The conditional distribution of the sojourn time is given by
(23), shown at the bottom of the page, where �·� is the round-
down function, and l ∈ {1, 2, . . . nm = �(m− tI −NSDtSD)/
tLD)�}. Then, we get the semi-Markov kernel as q31 =
p31f31 = f31. The mean sojourn time in state “S3” can be thus
given as follows:

U3 =

nm∑
l=1

ltLDq31(ltLD). (24)

Through this analysis, we can come to a conclusion that the
DTSMP is irreducible and the mean sojourn time is finite for
any state j ∈ E. According to [28, Proposition 8], the limit
distribution of the DTSMP could be obtained as follows:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

π1 = ν(1)U1∑
i∈E

ν(i)Ui

π2 = ν(2)U2∑
i∈E

ν(i)Ui

π3 = ν(3)U3∑
i∈E

ν(i)Ui
.

(25)

C. Evaluation Metrics

Power-Saving Factor: The power-saving factor is introduced
to indicate the sleeping time ratio, compared with the overall
operation time [3]. It can be given by

PS =
(1 − η)U2ν(2) + (1 − η′)U3ν(3)∑

i Uiν(i)
, i ∈ E. (26)

Substituting (14), (19), (22), and (24) into (26), we derive the
closed-form equation for the power-saving factor PS.

Expectation of Wake-Up Delay: As aforementioned, the
packet that arrives in DRX cycles should be waiting in the buf-
fer until the UE transits from “S2”(or “S3”) to “S1.” In
the following, we focus on obtaining the expectation of this
waiting time, namely wake-up delay. It is not difficult to
understand that the probability of the packet arrival could
be detected in the lth ON duration that is equal to the
already obtained f21(ltSD) and f31(ltLD). Then, we need
to derive the expected delay of whether the packet arrival
is detected in the lth ON duration. We denote DS(l) and
DL(l) as the delays that happen in light sleep period and
deep sleep period, respectively. DS(l) could be calculated as

DS(l)

=

{
tSD −

∫ tI+ηtSD
tI

αxα
m

xα dx, l = 1

2tSD −
∫ tI+lηtSD
tI+(l−1)ηtSD

αxα
m

xα dx, 1 < l < NSD

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
tSD− αxα

m

1−α

[
(tI+ηtSD)

(1−α) − t
(1−α)
I

]
, l=1

2tSD− αxα
m

1−α

{
(tI + lηtSD)

(1−α)

−[tI+(l−1)ηtSD]
(1−α)

}
, 1<l<NSD.

(27)

Similarly, we could get (28), shown at the bottom of the page,
where nm is defined the same as in (23). Therefore, we can
obtain the expected wake-up delay in the form of

E(D) =E [DS(l)] + E [DL(l)]

=π2

NSD∑
l=1

f21(ltSD)DS(l) + π3

nm∑
l=1

f31(ltLD)DL(l).

(29)

Substituting (20), (23), (25), (27), and (28) into (29), we derive
the closed-form equation for the expectation of wake-up delay.

f31(ltLD) =P(Dn+1 = ltLD|Jn = 3, Jn+1 = 1) =

{
P[tI+NSDtSD≤x≤tI+NSDtSD+η′tLD]

P(x>tI+NSDtSD) , l = 1
P[tI+NSDtSD≤x≤tI+NSDtSD+(η′+l−1)tLD]

P(x>tI+NSDtSD) , l > 1

=

{
1 − (tI +NSDtSD)

α · (tI +NSDtSD + η′tld)
−α, l = 1{

[tI +NSDtSD + (η′ + l − 2)tLD]
−α − [tI +NSDtSD + (η′ + l − 1)tLD]

−α} · (tI +NSDtSD)
α, l > 1

(23)

DL(l) =

{
tLD −

∫ tI+NSDtSD+η′tLD

tI+NSDtSD

αxα
m

xα dx, l = 1

2tLD −
∫ tI+NSDtSD+lη′tSD
tI+NSDtSD+(l−1)η′tSD

αxα
m

xα dx, 1 < l < nm

=

⎧⎨
⎩

tLD − αxα
m

1−α

[
(tI +NSDtSD + η′tLD)

(1−α) − (tI +NSDtSD)
(1−α)

]
, l = 1

2tLD − αxα
m

1−α

{
(tI +NSDtSD + lη′tSD)

(1−α) − [tI +NSDtSD + (l − 1)η′tSD]
(1−α)

}
, 1 < l < nm

(28)
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IV. ONLINE ESTIMATION OF STATISTICAL PARAMETERS

We present the LTE-DRX analytical model not only to eval-
uate the power-saving operation performances but to provide a
practical way to optimize the DRX parameters for the on-going
system as well. As stated previously, in practical systems, the
dynamic DRX mechanism is deployed in a semi-static manner,
which gives the eNB a chance to estimate the traffic conditions
and power-saving performance of a specific user. Therefore,
here, we focus on the following practical issues, including
1) which statistical parameter needs to be estimated, 2) how do
we estimate them from the random samples, and 3) how long
should the parameters to be estimated unbiasedly be?

A. Estimation of Traffic Conditions

Apparently, our traffic model is based on the truncated Pareto
distribution. Thus, the traffic condition estimation (TCE) prob-
lem could be transformed into a truncated-Pareto-distribution
parameter estimation problem. In [29], the main methods of
estimating the parameters of Pareto distribution from which a
random sample comes were compared. The compared methods
include method of moments, ML method, and quantile regres-
sion method. The numerical results show that the method of
moments behaves horribly in estimating the shape parameter
α, but it is able to estimate location parameter xm unbias-
edly. On the other hand, the quantile regression method has
shown to be the least biased estimator for estimation α, but
it generally had greater than 20% standard error than the ML
method. Meanwhile, the ML method yields smaller MSE than
the quantile regression method for estimating α. We seek to
find an online TCE strategy that could unbiasedly estimate the
parameters within numerable random samples. Hence, based on
the work in [29], we adopt the method of moments to estimate
xm and utilize the ML method to estimate α. To get unbiased
estimation of α, we go a step further. By means of transforming
Pareto distribution into an exponential distribution, the proper-
ties of gamma distribution moments could be utilized to further
improve the ML estimator’s (MLE) accuracy. It is particularly
necessary to point out that, since the random samples could
rarely achieve the truncated value,4 it is impossible to estimate
the truncated value during an observing window. Therefore, we
assume the truncated point value m is predefined as a large
value. Then, we begin by constructing the MLE for the location
parameter.

Suppose we have a random sample of observed packet in-
terarrival times {x1, x2, . . . , xn}, which has been obtained by
truncated Pareto distribution. We denote the corresponding joint
random variables as {X̃1, X̃2, . . . , X̃n}. Then, the likelihood
function L for the Pareto distribution has the following form:

L(xm, α|x) =
n∏

i=1

αxα
m

xα+1
i

, 0 < xm ≤ min{xi}, α > 0.

(30)

4The tradeoff between the observing window length and the ML’s computing
complexity should be considered here. In the following, we always tune the
observing window length smaller than the truncated value; thus, it is impossible
to observe a whole truncated valued packet interarrival time during an observing
window.

By analyzing the likelihood function of a series of i.i.d Pareto
random variables, the MLE of the scale parameter can be shown
to be

x̂m = x(1) = min{x1, x2, . . . , xn}. (31)

This result is convincing since it is plausible that the finite end-
point of the distribution support should be estimated from the
smallest observation in a random sample from the distribution.

It can also be demonstrated that the conditional distribution
of the random sample X̃1, X̃2, . . . , X̃n, which is conditioned
on the event that the random variable X̃(1) = x, does not
depend on x̂m, implying that the minimum X̃(1) is a sufficient
statistic for x̂m. Furthermore, the Pareto distribution belongs
to the exponential family of distributions, which is complete
(will be proved later). This implies that we can construct
the minimum-variance unbiased estimator. By observing that
E(X(1)) = nαxm/(nα− 1), we can then choose the random
variable:

X̂m =
(nα− 1)X(1)

nα
. (32)

Since this is a function of a complete sufficient statistic, it is
a minimum-variance unbiased estimator for its mean, which is
clearly xm by construction. For large sample sizes, the statistic
X̂m is asymptotically the same as the minimum X(1); therefore,
this can be used to remove dependence onα in the estimator (32).

Next, we examine the MLE for the shape parameter. To
find the ML estimate of α, calculus is appropriate. Since L
is nonnegative, we can take its logarithm. We do this because
it is easier to differentiate logL than L itself. Logarithms are
bijective functions; therefore, the value of α that maximizes L
also maximizes logL. The brief process is as follows:

logL(xm, α|x)

=

n∑
i=1

log

(
αxα

m

xα+1
i

)

= n log(α) + αn log(xm)− (α+ 1)
n∑

i=1

log(xi). (33)

Therefore

d logL(·)
dα

= n/α+ n log(xm)−
n∑

i=1

log(xi). (34)

Setting the derivative equal to zero and using a little algebra and
an omitted second derivative check confirm that we maximize
L rather than minimize L, yielding

α̂ =
n∑n

i=1

[
log(xi)− log(X̂m)

] . (35)

Then, we prove that the Pareto distribution belongs to the
exponential family as follows. If X is Pareto distributed with
parameters xm and α, then we define a random variable Y =
log(X/xm). It is not difficult to show that the constructed
distribution function of Y is an exponential distribution with
parameter α. This means that a Pareto P (α, xm) random vari-
able is statistically equivalent to xmeY , where Y

◦
= exp(α).
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Due to the fact that log(Xi/X̂m) is exponential distributed,
it can be shown that T =

∑n
i=1[log(Xi)− log(X̂m)] has a

gamma distribution with density function

fT (t) =
αn

(n− 1)!
tn−1e−αt. (36)

As α̂ = n/T , we obtain the following:

E(α̂) =
nα

(n− 1)

∞∫
0

αn−1

(n− 2)!
tn−2e−αtdt =

n

n− 1
α (37)

E(α̂2) =
n2α2

(n− 1)(n− 2)

∞∫
0

αn−2

(n− 3)!
tn−3e−αtdt

=
n2

(n− 1)(n− 2)
α2. (38)

Hence, the variance of α̂ is

Var(α̂) =
n2α2

n− 1

(
1

n− 2
− 1

n− 1

)
=

n2

(n− 1)2(n− 2)
α2.

(39)

The MLE α̂ of α is not unbiased; therefore, the estimator is

α∗ =
n− 1
T

=
n− 1∑n

i=1

[
log(xi)− log(X̂m)

] (40)

with T as defined earlier. Furthermore

Var(α∗) =
1

n− 2
α2 < Var(α̂). (41)

Thus, α∗ is a better estimator of α than α̂ and is unbiased
for α. By constructing joint conditional distributions, it can be
demonstrated that α∗ is a complete sufficient statistic for α, and
since it is unbiased, it is also the minimum-variance unbiased
estimator for α (also due to the completeness, as shown earlier).
Hence, (32) can be used to estimate the position parameter
(using a large sample approximation), whereas (40) is used with
this to estimate the shape parameter.

Next, we study on “how long the estimation should take to be
sufficient” by numerical methods. First, we generate 1.5 × 105

packet interarrival times by (5). The statistical parameter of the
truncated Pareto distribution is α = 1.1, xm = 2 ms, and m =
2 s, respectively. Then, we generate (1.5 × 105 + 1) packet
arrival times, where the first packet arrives at “instant 0,” and
each packet interarrival time is corresponding to one of the
obtained samples. Thus, the nth (n > 1) packet arrival time is
equal to the summation of the earlier n− 1 packet interarrival
times. Finally, based on the packets arriving during different
sizes of the observing window Tob, i.e., 50 ms, 100 ms, 1 s, and
10 s, the estimation of xm and α is carried out, respectively.

Each subgraph in Figs. 5 and 6 demonstrates the estimation
of α and xm obtained in each Tob. The total duration of each
measurement is 100 s. When there are no packets arriving
during Tob, the corresponding estimation value is set to zero.
Since the biggest packet interarrival time is equal to the trun-
cated value m = 2 s, there should be zero point as long as
Tob is less than 2 s. This case is shown both in Figs. 5 and 6.

Fig. 5. Estimation of α with different sizes of Tob. The line is an indicator of
the true value.

Fig. 6. Estimation of xm with different sizes of Tob. The line is an indicator
of the true value.

These figures also reveals that the estimated quantities converge
toward the true values for increasing Tob.

The statistical characters of estimation results are collected
in Table I. The convergence of estimated quantities can also be
clearly observed. After comparing the statistical characters, we
recommend 1 s as one good choice of Tob for two reasons. First,
the bias is acceptable (less than 2%), and the estimation is stable
(MSE < 3%). Second, by simulation, we find that the average
number of packet arrivals is 87.7067 and 877.0667 for 1 s and
10 s, respectively. We should notice that the location parameter
α here is 1.1. It will be shown later that the number of packet
arrivals increases with the growth of α. It is impractical for the
eNB to record thousands of packet arrival times for one specific
UE, and the ML for such a good many samples will take quite
a bit of computing and storage resources. Therefore, Tob = 1 s
will bring the eNB sufficient samples, which are neither too
little nor too much.
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TABLE I
STATISTICAL CHARACTERS OF ESTIMATION RESULTS FOR

PARETO DISTRIBUTION (xm = 2, α = 1.1)

B. Estimation of DRX Operations

The DRX performance are evaluated by PS and E(D), but
real-time computation of (26) and (29) is still quite difficult.
The motivation of answering the question of “how can we
estimate the statistical parameters in the expressions of PS
and E(D) directly” is obviously strong as the answer will
help us to find a easier way to obtained current UE’s DRX
performance. In (26) and (29), we can see that, in addition
to α, the other statistical parameters are all associated with
the DTSMP. Thus, the essential problem is transformed into
a DTSMP parameter estimation problem, which is also an
important issue in reliable systems and has been studied in [23].
Through [23], some useful estimators for DTSMP parameters
are provided. In the following, we first introduce the estimators
into our problem and then demonstrate their performance by
numerical evaluations. Note that all the discussions here on the
DTSMP still follow the same definition in Section III.

Let us assume now that we have an observation of the
DTSMP, censored at fixed arbitrary time M ∈ N∗, an obser-
vation of the associated Markov renewal chain (Jn, Sn)n∈N,
(J0, D1, . . . , JN(M)−1, DN(M), JN(M), uM ), where uM =
M − SN(M) is the censored sojourn time in the last visited
state JN(M).

For all states i, j ∈ E, let us introduce

Ni(M) =

M∑
n=0

N{Jn=i,Sn+1≤M} (42)

where Ni(M) stands for the number of visits to state i of the
EMC (Jn)n∈N up to time M , and

Nij(M) =

M∑
n=1

N{Jn−1=i,Jn=j,Sn+1≤M} (43)

where Nij(M) stands for the number of transitions of the EMC
(Jn)n∈N from i to j up to time M . Define Dik as the sojourn
time of the kth visiting to state i. Then, we could define the
empirical estimator of the stationary distribution of the EMC
(Jn)n∈N by

ν̂(i,M) =
Ni(M)

N(M)
, i ∈ E. (44)

The estimator for Ui is given by

Ûi(M) =
1

Ni(M)

Ni(M)∑
k=1

Dik. (45)

Fig. 7. Estimation of stationary distribution of EMC for Tob = 10 s.

Consequently, an estimator of the mean sojourn time of the
DTSMP Ū is

ˆ̄U(M) =
1

N(M)

N(M)∑
k=1

Dk (46)

and we get the following estimator of the stationary distribution
of the DTSMP:

π̂i(M) =
1

ˆ̄U(M)N(M)

Ni(M)∑
k=1

Dik, i ∈ E. (47)

According to [24, Lemma 1] the following holds: For any
state i ∈ E of the DTSMP, the estimators ν̂(i,M), Ûi(M),
ˆ̄U(M), and π̂i(M) proposed in (44)–(47) are strongly con-
sistent, as M tends to infinity. Next, we will check their
performance and also answer the question of “how long the
estimation should take to be sufficient” by numerical methods.

First, we generate a traffic trace that lasts for 1000 s, as
we described earlier. Second, we input the traffic trace into an
LTE-DRX entity, which is written via a MATLAB event-driven
simulator (which will be further discussed in Section VI).
Third, we record the Ni(M), Ni,j(M), Dik, and Dk, and
obtain the true value of ν(i), Ui, Ū , πi, (i, j ∈ E), respectively.
Finally, we verify the estimator’s performance at different time
scales. Due to space constraints, we cannot demonstrate all the
estimator’s performance but can only show the estimation traces
of ν(i) and Ui in the figures. Since if ν̂(i,M), Ûi(M) are given,

the value of ˆ̄U(M) and π̂i(M) could be obtained by using a
little algebraic computation. In addition to Tob = 10 s, we also
directly give the statistical characters of the estimation results
while the Tob is equal to other values.

Figs. 7 and 8 have proved that the estimators can effectively
estimate most of DTSMP’s statistical parameters. However, in
Fig. 8, it is obvious that such estimator cannot estimate mean
sojourn time in state “S3” correctly. The reason is that the
Pareto distribution is a kind of power-law probability distribu-
tion, which means that there is little chance to see an extremely
big packet interarrival time during the Tob. By multiplying the
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Fig. 8. Estimation of mean sojourn time for Tob = 10 s.

TABLE II
STATISTICAL CHARACTERS OF ESTIMATION RESULTS FOR STATIONARY

DISTRIBUTION OF EMC (ν1 = ν2 = 0.4968, ν3 = 0.0065)

TABLE III
STATISTICAL CHARACTERS OF ESTIMATION RESULTS FOR MEAN

SOJOURN TIME (U1 = 9.7722, U2 = 69.6624)

large interarrival time and its probability as (45) does, the large
fluctuation shown in Fig. 8 is inevitable. For this reason, we
commend to estimate the U3 by our analytical model, which
is well coinciding with the observation. (The proof is given in
Section VI.)

“MAD” in Table III’s heading stands for median absolute
deviation, which is a robust measure of the variability of a
univariate sample of quantitative data. In Tables II and III, we
can conclude that Tob = 1 s is still a good choice. Therefore, the
two parts of the statistical parameter estimation algorithm can
be deployed simultaneously. Furthermore, to reduce the eNB’s
burden, we recommend UE to estimate the DRX performance
itself and to inform the eNB at the first ON duration after the

“estimation phase” via the physical uplink control channel.
Then, eNB should enter the “optimization phase” and optimize
specific UE’s DRX parameters based on the strategy discussed
in the following.

V. ONLINE POWER-SAVING STRATEGY

Here, we develop an OPSS. In general, this strategy is
divided into “estimation phase” and “optimization phase.” The
“estimation phase” has been introduced in detail earlier. Thus,
here, we will first discuss the algorithm adopted in the “op-
timization phase” and then give out all of the procedures of
the OPSS.

The optimization algorithm should consider the maximum
delay tmax constraint of the application and the minimum
power saving PSth imposed by the UE, to decide a balance
tradeoff between power saving and delay. In practice, there are
two common scenarios while deploying the DRX optimization
algorithm. Accordingly, we introduce two parameters γd and
γps to quantify their difference as in [9].

• Scenario 1: γd > γps, which indicates that the latency
performance is more important than power saving. In this
case, we first should find the feasible ranges for values
of DRX parameters that can guarantee the specified delay
constraint tmax. Then, the parameters that could maximize
the power saving will be selected. This scenario is defined
for the real-time applications such as video streaming.

• Scenario 2: γps > γd, which indicates that the power-
saving performance is more important than latency. In
this case, feasible ranges of values for DRX parameters
satisfying specified UE’s power-saving constraint PSth are
identified. The parameters should be tuned to minimize the
delay within the calculated feasible ranges. This scenario
is defined for the UE in the “power saving mode,” which
is activated when the UE has a stringent battery power
constraint or for non-real-time applications such as social
networking applications.

Calculating the PS and E(D) for all the DRX parameter
combinations is time-consuming; this also makes it impos-
sible to compute them in real time. Therefore, we utilize
the tradeoff between computation and storage, which means
offline computing all DRX performance (e.g., PS and E(D))
based on every possible pair of traffic conditions and DRX
parameter configurations and then storing them into a table
called Ω. Every entry of Ω should include the values of
{tI , tSD, NSD, tLD, tON, α, xm, PS,E(D)}. The entry is de-
noted as κ in this paper. Note that, here, we include all the
configurable parameters in the entries, which may be much
fewer in practical systems [7], [9], [11]. Finally, we summarize
the main procedures of the OPSS in Algorithm 1 (as shown in
the Appendix).

It is worth noting that, in our optimization algorithm, we
compare the numerical calculating optimum performance with
the current DRX performance. The reason is that, while the
traffic is stable, the DRX parameter configurations that have
been optimized in the last cycle may still be the optimum
configuration at present. Therefore, if there is no need to
change the DRX parameters, the eNB will not sent the DRX
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configuration updating information to UE to increase spectrum
efficiency. The method of quickly finding out the κmax from Ω
is beyond the scope of this paper and will be demonstrated in
our future work. The searching method adopted in this paper is
based on the brute-force research algorithm.

VI. PERFORMANCE EVALUATION

Simulations are conducted to evaluate the proposed analyti-
cal model and the OPSS. All the simulations are implemented
via a MATLAB event-driven simulator, and a single eNB/UE
pair with DL self-similar traffic is considered in the simulation
environment. We implement the DRX mechanism following
the 3GPP release 10 specification [4], which includes all the
required procedures and functions of both the eNB and UE.
For ease of description, we name the entire implemented DRX
mechanism as “the DRX entity” in the following. Furthermore,
our proposed OPSS is also implemented in the test bed. Specif-
ically, we implement the traffic condition estimation and online
DRX parameter configuration optimization in eNB, and the
DRX operation estimation mechanism in UE, respectively. The
required parameter negotiation and update functions are es-
tablished based on the discrete-event simulation method. Each
simulation run is executed with a traffic trace generated by the
method described in Section IV-A. Moreover, each presented
simulation result is in the average of 100 simulation runs.

A. Evaluation of the Analytical Models

First, we verify the accuracy of our proposed analytical mod-
els. For the results here, the parameters used in the simulations
are tI = 5 ms, tSD = 20 ms, tLD = 100 ms, tON = 2 ms,
NSD = 10, xm = 2 ms, and m = 2000 ms. We generate the
traffic trace by gradually increasing the α with the step of 0.1.
Then, the generated traffic traces are enetered into the DRX
entity one by one, and the simulations are deployed for each
trace. After each simulation, the statistics of DRX operations
are collected. Based on these statistics, we could calculate
1) stationary distribution of EMC, 2) mean sojourn time in each
state, 3) limit distribution of DTSMP, 4) PS, and 5) E(D) by the
definitions described in Section III. We also calculate the listed
numerical characteristics by using the proposed theoretical
models. The comparison between the simulation results and
analytical results are shown in Figs. 9–13. The well-matched
results demonstrating the numerical equations are correctly
derived.

With the help of these insight numerical characteristics,
we can find out what happens when the traffic condition is
changing, and meanwhile, the UE deploys a fixed DRX con-
figuration. Fig. 9 shows the accuracy of the analytical model
of the stationary distribution at each state in EMC. It also
shows that our adjustment of previous work (wiping off the state
self-transition in EMC; see [10] and [11]) is correct. It is not
surprising to observe the increase in the steady-state probability
of “S1” and “S2”, and the decrease in the stationary probability
of “S3.” With the increase in α, the packet interarrival times
are gathered in the small range near zero by (5), which implies
that there are much more packets arrivals before the tI and NSD

Fig. 9. Validation of the analytical model of νi, (i ∈ E).

Fig. 10. Validation of the analytical model of Ui, (i ∈ E).

expired. This leads to the results that UE is always staying in the
active period and light sleep period. Therefore, the probability
of the packet interarrival time larger than the NSDtSD + tI is
highly reduced, which leads to the decrease in the stationary
probability of deep sleep period. In Fig. 10, we can clearly
observe that, with the increase in α, the mean sojourn time is
increased by 53% for active period and decreased by 21% and
25% for light sleep period and deep sleep period, respectively.
According to the definition of limit distribution of the DTSMP
(25), the variation trend of limited distribution is decided by the
trend of EMC’s stationary probability and mean sojourn time in
each state. Thus, Fig. 11 reveals the comprehensive situation
of the DRX operations with the increasing traffic. The limit
steady-state probability of light sleep period and deep sleep
period reduce to 10% and 96%, whereas α increases from 1.1
to 1.9. It suggests that the fixed DRX parameter configurations
cannot obtain good power-saving performance for varying traf-
fic conditions, which can be directly seen by the degradation
of PS in Fig. 12. Since we do not consider the buffer and
service delay in this paper, the E(D) only reflects the delay
caused by the DRX mechanism. As expected, while deploying
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Fig. 11. Validation of the analytical model of πi, (i ∈ E).

Fig. 12. Validation of the analytical model of PS.

the fixed DRX parameter configuration, the DRX mechanism
is increasingly ineffective with the increase in traffic; therefore,
the decrease in E(D) takes place, as shown in the Fig. 13. We
can conclude that, to obtain a good performance for varying
traffic, the tradeoff between PS and E(D) must be made.

B. Evaluation of the Online Power-Saving Strategy

To evaluate the performance of our strategy, we compare
the OPSS with three fixed DRX cases and measure PS and
E(D) for various α. The results are reported in Fig. 14.
Specifically, the fixed DRX parameter sets for cases 1–3 are
summarized in Table IV. The selectable parameters are defined
as follows: tI ∈ {1, 2, . . . , 20}, tSD ∈ {10, 15, . . . 50}, tLD ∈
{100, 150, . . . 1000}, and NSD ∈ {5, 10, 15, 20}. In addition,
the η for all cases equals to 0.1. The traffic trace is generated
following the parameters of xm = 2 and m = 2000. We assume
that the γd ≤ γps, whereas the α ∈ [1.1, 1.5], which indicates
the OPSS should pick out the DRX parameters that satisfies

Fig. 13. Validation of the analytical model of E(D).

Fig. 14. Evaluation of the OPSS.

TABLE IV
FIXED DRX PARAMETER SETS FOR CASES 1, 2, AND 3

PSth and meanwhile minimize the delay. We also assume γps <
γd while α ∈ (1.5, 1.9], which indicates that the OPSS should
pick out the DRX parameters that satisfy tmax and meanwhile
maximize the PS. In particular, the PSth is set as 0.7, and tmax

is set as 75 ms in the simulation.
First, we discuss the situation of α ∈ [1.1, 1.5] (the left half

of each subgraph). In cases 1 and 2, although PS is higher
than PSth while α < 1.3, the mean packet delay is very high.
On the other hand, case 3 can obtain good delay performance,
but PS is much lower than PSth. It can be seen that the
performance of the proposed OPSS can satisfy the PSth with
feasible DRX parameters. Meanwhile, the OPSS can provide a
dynamic adjustment of DRX parameters under different traf-
fic loads, which could maintain the mean packet delay at a
low level.
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Next, we discuss the situation of α ∈ [1.6, 1, 9] (the right
half of each subgraph). It is impressive that, the OPSS not
only could satisfy the delay constraint but also obtain good
power-saving performance, which is much better than the fixed
parameter strategies. It is worth noting that the advantage of
the OPSS comes from the potentials of a large number of DRX
parameter combinations. It also shows that, by taking all the
DRX parameters into consideration, the tradeoff between PS
and mean packet delay is not as simple, as shown in [11] and
[14]. There can be an optimum DRX parameter configuration
under specific traffic conditions, which could achieve best
power-saving (or delay) performance, and have good delay
(or power-saving) performance at the same time. It is left as
the future work as how to efficiently find the optimum DRX
parameter configuration from the feasible parameter set.

VII. CONCLUSION

In this paper, we have studied modeling and optimizing LTE
DRX operations under self-similar traffic. We have presented an
analytical model for evaluating the DRX operation by using the
DTSMP. Based on the analytical model, we obtained accurate
power-saving factors and wake-up delays without using so-
phisticated mathematical techniques. Furthermore, based on the
analytical model, we also designed an OPSS. The OPSS could
unbiasedly estimate the traffic condition and DRX operations
within 1 s, and optimize the DRX parameter configurations.
Therefore, the OPSS could enhance the DRX operations with
great energy saving while still meet the packet delay constraint.
Extensive MATLAB simulations showed the correctness of our
analytical model and the good performance of the OPSS.

APPENDIX

Algorithm 1 On-line Power Saving Strategy

Estimation phase:
During the observing window Tob:

• eNB records the samples of packet interarrival times
{x1, x2, . . . , xn} for the specific UE.

• UE records Ni and Nij (i, j ∈ E).
After Tob:

• UE estimates ν̂i, (i ∈ E), Ûi, (i ∈ E − {3}) by (44)
and (45), respectively, and then sends them to eNB in
the first ON duration.

• Based on the updates from UE, the eNB estimates the
U3, Ū , πi by (24), (46) and (47), respectively. Mean-
while, eNB also estimates X̂m and α∗ by (32) and
(40), respectively. Then, eNB obtains PSnow and
E(D)now by (26) and (29), respectively, at the end of
this phase. We denote the current DRX parameters set
as κnow

Optimization phase:
Update γd, γps
if γd > γps then
• Update tmax;
• Look up the table Ω, and find out the feasible DRX

configuration set ω, in which all entries κ could satisfies:
E(D) < tmax.

• Find out the largest PS in the feasible set, denoted as
PSmax, and denote the corresponding DRX parameters
set as κmax. Denote the optimized DRX parameters set
as κopt.

if PSnow ≥ PSmax then
if E(D) ≤ tmax then
κopt ← κnow

else
κopt ← κmax

end if
else

κopt ← κmax

end if
else
• Update PSth

• Look up the table Ω, and find out the feasible set ω that
satisfies: PS > PSth

• Find out the smallest E(D) in the feasible set, denote as
E(D)min, and denote the corresponding DRX parame-
ters set as κmax. Moreover, denote the optimized DRX
parameters set as κopt.

if PSnow ≥ PSth then
if E(D) ≤ E(D)min then
κopt ← κnow

else
κopt ← κmax

end if
else

κopt ← κmax

end if
end if
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