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Abstract

Security is critical for sensor networks used in military, homeland security and other hostile environments. Previous
research on sensor network security mainly considers homogeneous sensor networks. Research has shown that homo-
geneous ad hoc networks have poor performance and scalability. Furthermore, many security schemes designed for homo-
geneous sensor networks suffer from high communication overhead, computation overhead, and/or high storage
requirement. Recently deployed sensor network systems are increasingly following heterogeneous designs. Key manage-
ment is an essential cryptographic primitive to provide other security operations. In this paper, we present an effective
key management scheme that takes advantage of the powerful high-end sensors in heterogeneous sensor networks. The
performance evaluation and security analysis show that the key management scheme provides better security with low
complexity and significant reduction on storage requirement, compared with existing key management schemes.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Most existing research on sensor networks con-
siders homogeneous sensor networks, i.e., all sensor
nodes have the same capabilities in terms of com-
munication, computation, memory storage, energy
supply, reliability, etc. However, a homogeneous
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ad hoc network suffers from poor performance
and scalability. Recent research has demonstrated
its performance bottleneck both theoretically [1],
and through simulation experiments and testbed
measurement [2]. E.g., Gupta and Kumar [1]
showed that the per node throughput in a homoge-

neous ad hoc network is H 1ffiffiffiffiffiffiffiffiffi
n log n
p
� �

, where n is the

number of nodes. Furthermore, recently deployed
sensor network systems are increasingly following
heterogeneous designs, incorporating a mixture of
sensors with widely varying capabilities [3]. E.g., a
.
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sensor network in [3] includes small MICA2 sensors
(manufactured by Crossbow Technology [4]) as well
as more powerful robotic nodes. Several recent
works have studied Heterogeneous Sensor Net-
works (HSN). In [5], Mhatre et al. studied the opti-
mum node density and node energies to guarantee a
lifetime in HSN. Duarte-Melo and Liu analyzed
energy consumption and lifetime of HSN in [6].
Yarvis et al. [7] studied how to lay out heteroge-
neous sensors to increase network lifetime if sensor
locations are controllable. However, we have not
seen any security scheme specifically designed for
HSN, which take advantage of more powerful
nodes in HSN. Research [6–9] shows that HSN
can significantly improve network performance.
To achieve better performance and security, we
adopt an HSN model that consists of a small num-
ber of powerful High-end sensors (H-sensors) (e.g.,
PDAs) and a large number of Low-end sensors
(L-sensors), e.g., the MICA2-DOT [4].

Security is very important for sensor network
applications in military, homeland security and
other hostile environments. Several literatures have
studied security issues in homogeneous sensor
networks [10–14]. Key management is an essential
cryptographic primitive upon which other security
primitives are built. Most security requirements,
such as privacy, authenticity and integrity, can be
addressed by building upon a solid key management
framework. Several key management schemes [10–
13] have been proposed for homogeneous sensor
networks. However, most existing key management
schemes are designed for homogeneous sensor net-
works, and many of these schemes suffer from high
communication or computation overhead, and/or
high storage requirement. No key management
scheme has been designed for HSN.

Probabilistic key pre-distribution is a promising
scheme for key management in sensor networks.
To ensure the scheme work well, the probability
(referred to as key-sharing probability in the follow-
ing) that each sensor has at least one shared key
with a neighbor sensor should be high. For the
key pre-distribution scheme in [10], each sensor
randomly selects its key ring from a key pool with
size P. When the key pool size is large, each sensor
needs to pre-load a large number of keys to achieve
a high key-sharing probability. For example, when
P is 10,000, each sensor needs to pre-load more than
150 keys to achieve a key-sharing probability of 0.9
[10]. If the key length is 256 bits, then 150 keys
require a storage space of 4800 bytes. Such a storage
requirement is too large for many sensor nodes. For
example, a smart dust sensor [15] has only 8 K bytes
of program memory and 512 bytes of data memory.

In this paper, we present an effective and scalable
key management scheme for HSN. The scheme
utilizes strong capabilities of H-sensors in computa-
tion, communication, storage, energy supply and
reliability. The rest of the paper is organized as fol-
lowing. In Section 2, we present the key manage-
ment scheme for HSN. We present other security
schemes for HSN in Section 3. Section 4 is the
performance evaluation and Section 5 is the secu-
rity analysis. Section 6 concludes the paper. Below
are the notations used in the rest of the paper: (1)
u, v, x, y and n are L-sensors; (2) H is an H-sensor;
(3) {m}k denotes encrypting message m with key
k.

2. The key management scheme for heterogeneous

sensor networks

In this Section, we present a key management
scheme specifically designed for Heterogeneous Sen-
sor Networks. We consider an HSN consisting of
two types of sensors: a small number of powerful
H-sensors and a large number of L-sensors. First,
we list the assumptions of HSN below.

1. Due to cost constraints, L-sensors are not
equipped with tamper-resistant hardware.
Assume that if an adversary compromises an
L-sensor, she can extract all key material, data,
and code stored on that node.

2. H-sensors are equipped with tamper-resistant
hardware. It is reasonable to assume that
powerful H-sensors are equipped with this
technology.

3. Each L-sensor (and H-sensor) is static and aware
of its own location. Sensor nodes can use loca-
tion services such as [16] to estimate their loca-
tions, and no GPS receiver is required at each
node.

4. Base stations are trusted.

Clusters are formed in an HSN. Clustering-base
schemes are promising techniques for sensor net-
works because of their good scalability and support
for data aggregation. For an HSN, it is natural to
let powerful H-sensors serve as cluster heads and
form clusters around them. In Section 2.1, we dis-
cuss the cluster formation in HSN. In Section 2.2,
we present the HSN key management scheme.
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2.1. The cluster formation

In this subsection, we briefly describe the cluster
formation scheme in HSN. Details of the clustering
scheme can be found in [9]. Both L-sensors and H-
sensors are distributed in the network. For simplic-
ity, we assume that both L-sensors and H-sensors
are uniformly and randomly distributed in the
network. Note that our key management schemes
also work for other sensor distributions. During
sensor network initialization, each H-sensor broad-
casts a Hello message to nearby L-sensors using the
maximum power and with a random delay. The
random delay is to avoid the collision of Hello
messages from two neighbor H-sensors. A Hello
message includes the ID and location of the
H-sensor. Given the large transmission range of
H-sensors and a sufficient number of H-sensors dis-
tributed in the network, most L-sensors can receive
Hello messages from one or more H-sensors. Then
each L-sensor chooses the H-sensor whose Hello
message has the best signal strength as the cluster
head. Each L-sensor also records other H-sensors
from which it receives the Hello messages, and these
H-sensors will serve as backup cluster heads in case
the cluster head fails. A HSN is divided into multi-
ple clusters, where each H-sensor serves as the clus-
ter head. If the network is a two-dimension plane,
each L-sensor will select the closest H-sensor as
the cluster head (except when there is an obstacle
in between), and this leads to the formation of a
Fig. 1. The Cluster structure in HSN.
Voronoi diagram where the cluster heads are the
nuclei of the Voronoi cells. An example of the clus-
ter formation is shown in Fig. 1, where the small
squares are L-sensors, large rectangular nodes are
H-sensors, and the large square at the top-right cor-
ner is the base station (BS).

2.2. The asymmetric pre-distribution key

management scheme

In this subsection, we present an effective key
management scheme for HSN. The main idea is to
pre-load only a small number of keys in each L-sen-
sor while pre-load a relatively large number of keys
in each H-sensor, since an H-sensor has much larger
storage space than an L-sensor. Furthermore, H-
sensors have tamper-resistant hardware to protect
a large number of keys. Since the number of pre-dis-
tributed keys in an H-sensor is quite different from
that in an L-sensor, we refer to this scheme as asym-
metric pre-distribution (AP) key management
scheme. The AP scheme includes three phases: key
pre-distribution phase, shared-key discovery phase,
and H-sensor based pairwise key setup phase. We
discuss the three phases below.

Key pre-distribution phase includes several steps.
First a large pool of P keys and the corresponding
key IDs are generated. Then each L-sensor is pre-
loaded with l keys, randomly selected from the key
pool without replacement. The l keys form a key
ring in each L-sensor. Each H-sensor is pre-loaded
with M (M� l) keys, also randomly selected from
the key pool without replacement. In addition, each
H-sensor is pre-loaded with a special key KH. KH is
also known to the BS, but not to any L-sensor.

Shared-key discovery phase can be done in either
a centralized way or a distributed way. The shared-
key discovery phase begins after cluster formation.
In the distributed way, each L-sensor communicates
with its neighbors and find out the shared keys (if
any). The simplest way for any two L-sensors to
discover if they share a key is that each node broad-
casts, in clear text, the list of key IDs on its key ring.
In the centralized way, each L-sensor (say u) sends
to its cluster head (say H) a clear (un-encrypted)
Key-list message, which includes the L-sensor ID –
u, key IDs in u, and u’s location. Then H discovers
the shared-keys between each pair of neighboring
L-sensors. H can determine if two L-sensor u and
v are (one-hop) neighbors based on their locations:
if the distance between u and v is less than the trans-
mission range of an L-sensor, H assumes that u and
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v are neighbors. Of course sometimes this is not
true, e.g., there is an obstacle between two nodes.
However, this will not affect the security of our
key management scheme.

After discovering shared-keys between each pair
of neighboring L-sensors, H disseminates the
shared-key information to L-sensors using Shared-

key messages. A Shared-key message includes a list
of triple {shared-key ID s, u,v}, which means that
L-sensoru and v share key s. If u and v have more
than one shared key, only one will be included in
the Shared-key message to reduce overhead. If the
number of L-sensors in the cluster is not very large,
one Shared-key message can include the triples for
all pairs of neighbors. Aggregating all the triples
in one packet can reduce both the packet header
overhead and delay caused by multiple transmis-
sions. Otherwise, the H-sensor could send a short
Shared-key message with one triple to each pair
(e.g., multicasting to only u and v). Another way
to distribute the shared-key information is to divide
the cluster into several sections. For example, the
center-right cluster in Fig. 1 is divided into four sec-
tions (by the dashed lines). Then the H-sensor can
send to each section one Shared-key message, which
includes the triples for all L-sensors in the corre-
sponding section.

2.2.1. H-sensor based pairwise key setup phase

Some L-sensors may not share any pre-loaded
key with neighbors. For each pair of L-sensors
(denoted as x and y) that do not share any key, H
first obtains a shared-key between H and x and a
shared-key between H and y, and then H generates
a pairwise key for each pair (e.g., x and y) and sends
the key to them securely. First H checks if it has a
pre-loaded key shared with the L-sensor (e.g., x).
H is pre-loaded with a large number of keys so there
is a high probability that H can find at least one
shared key with x. If H does not share any key with
x, the following scheme is used to set up pairwise
key for x and y.

Definition 1. An L-sensor that shares at least one
pre-loaded key with its cluster head is referred to as
a 1st-degree neighbor of the cluster head.

In case that an L-sensor (say x) does not share any
pre-loaded key with the cluster head H, H will check
if any 1st-degree neighbor shares a key with x. Since
every L-sensor sends the Key-list message to H, H
knows the pre-loaded keys in each L-sensor in its
cluster. If there is one (or more) 1st-degree neighbor
(say z) that shares a key (say Kx) with x, then H can
ask z to send the key Kx to H, encrypted by the
shared key between z and H (say Kz), i.e.,
z! H:{Kx}Kz. Then H has a shared-key (Kx) with x.

Definition 2. An L-sensor that shares a key with its
cluster head by the help of a jth-degree neighbor

(j = 1 as above) is referred to as a (j + 1)th-degree

neighbor of the cluster head, where j = 1, 2, 3,. . .

If none of the 1st-degree neighbors have a shared
key with x, H will try the 2nd-degree neighbors, the
3rd-degree neighbors, up to dth-degree neighbors,
where d is a system parameter. If none of the
1st � dth degree neighbors have a shared key with
x, H sends to the BS a Request message, which
includes one key ID of node x; then the BS sends H
the corresponding key, encrypted by KH. To reduce
the communication overhead, H can collect the IDs
of the keys that need to be obtained from the BS,
and sends only one Request message to the BS. After
obtaining the keys from the BS, H can generate a
pairwise key Kx,y for each pair of L-sensors x and y,
and unicasts the key Kx,y to node x and y, encrypted
by the shared key between H and x, and H and y,
respectively, i.e., H! x:{Kx,y}Kx and H! y:{Kx,y}
Ky. Then x and y have a pairwise shared key Kx,y,
and they can start secure communications.

3. Other security issues in HSN

In this Section, we discuss other security issues in
HSN, including setting up broadcast keys, key
revocation, and setting up keys for newly deployed
sensor nodes.

3.1. Setting up broadcast keys

A broadcast key is used by an L-sensor to
securely broadcast messages to its neighbors. After
discovering shared-keys or setting up pairwise keys
with each neighbor, it is easy to establish a broad-
cast key. An L-sensor u generates a broadcast key
KuB, and unicasts to each neighbor the key,
encrypted with the corresponding shared-key. For
example, u sends the following packet to a neighbor
v:{KuB}Ku,v, where Ku,v is the shared-key between u

and v.

3.2. Key revocation

When an L-sensor is compromised by an adver-
sary, all the keys in that L-sensor need to be
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revoked. Assume that the compromised node is
detected by a scheme and is reported to the cluster
head H. H disseminates a Revocation message con-
taining a list of IDs of the keys to be revoked. A
cluster head H shares keys with many L-sensors,
including 1 � dth neighbors. H computes one Mes-
sage Authentication Code (MAC) using each of
the shared keys. The Revocation message is formed
as: (list of key IDs)k(u + MAC(KH,u,list))k(v +
MAC(KH,v,list))k� � �k(y + MAC(KH,y,list)), where
u, v, and y are L-sensor IDs; KH,u, KH,v, and KH,y

are the keys shared between H and u, v and y respec-
tively; k is the operation of concatenation; and list
is the ‘‘list of key IDs’’. When an L-sensor (which
is included in the Revocation message, e.g., u)
receives the Revocation message, it can check the
integrity of the message by verifying the correspond-
ing MAC.

3.3. Establishing keys for newly deployed sensors

After initial deployment, some areas of a sensor
network may not be covered by any sensor node
due to the randomness of sensor locations, e.g.,
when sensors are distributed from an airplane.
Furthermore, low-end sensors are unreliable devices
with limited power supply, and they may fail or run
out of power over time. These factors can cause
severe coverage and connectivity problems in sensor
networks, and significantly degrade network perfor-
mance and shorten network lifetime. To solve these
problems, one solution is to deploy new sensor
nodes in the field after some operation time. How-
ever, the additional deployment of sensors poses
challenge on security schemes. Specifically, the
newly deployed sensors need to establish security
keys with existing sensors. This is a non-trivial prob-
lem because of the following reasons: 1. An existing
sensor could have been compromised; 2 A newly
deployed sensor could be an adversary node.

Many existing sensor network key management
protocols [10–13] did not consider this issue. In
the following, we present an efficient scheme to
verify newly deployed sensors and establish pairwise
keys between new L-sensors and existing L-sensors.
Recall that each deployed H-sensor has a special
key KH. A newly deployed L-sensor (say n) is pre-
loaded with l keys plus a special key KL,n, where
KL,n is generated by an one-way hash function F

applied to the XOR of KH and n, i.e., KL,n =
F(KH � n). Note that node ID n can be padded or
truncated to have the same length as KH. After an
L-sensor n is deployed in the field, n sends to the
cluster head H a Join message: nklocationk
MAC(KL,n,nklocation). When H receives the Join

message, it can generate KL,n by using n and KH,
and then H can verify if this Join message is from
a legitimate new sensor. If yes, H determines the
neighbors of n and generates one shared-key for n

and each of its neighbors. Then H unicasts the
shared-keys to nand its neighbors, and the transmis-
sions are protected by the corresponding key.
4. Performance evaluation

In this Section, we evaluate the performance of
the AP key management scheme.

4.1. Key pool size

For the AP scheme, the key pool size P is a critical
parameter. A large P provides better security for the
sensor network. Suppose that the number of pre-
loaded keys is fixed. The larger the P value, the smal-
ler the impact on other sensors’ communications is
when a fixed number of L-sensors are compromised.
On the other hand, as P increases, the probability
that two sensors share one common key decreases.
In [11], Chan et al. propose the q-composite keys
scheme that requires that two sensors share at least
q keys in order to have a secure connection. The
q-composite keys scheme provides better security
for sensor networks. The two key management
schemes in this paper can be easily extended to
require at least q shared keys. In this subsection, we
discuss the general case where q shared keys are
required to set up secure connections.

We want to find the largest key pool size such
that the probability of an L-sensor and an H-sensor
sharing at least q keys is no less than a threshold p.
Let p(j) be the probability that an L-sensor and an
H-sensor have exactly j keys in common. Recall that
an L-sensor and an H-sensor are pre-loaded with l

and M keys, respectively. An L-sensor has P
l

� �
dif-

ferent ways of picking l keys from a key pool with
the size P, and an H-sensor has P

M

� �
different ways

of picking M keys from the key pool. Thus, the total
number of ways for an L-sensor and an H-sensor to
pick l and M keys, respectively, is P

l

� �
P
M

� �
. Suppose

that the two nodes have j keys in common. There

are P
j

� �
ways to pick j common keys. After the j

common keys are picked, there remain M + l � 2j

distinct keys in the two key rings which are to be
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picked from the remaining pool of P � j keys. The

number of ways to do so is P�j
Mþl�2j

� �
. The

M + l � 2j distinct keys must then be partitioned
between the L-sensor and the H-sensor. The number

of such partitions is Mþl�2j
l�j

� �
. Hence the total num-

ber of ways to choose two key rings with j keys in
common is the product of the three terms, i.e.,

P
j

� �
P�j

Mþl�2j

� �
Mþl�2j

l�j

� �
.

Thus, we have:

pðjÞ ¼
P

j

 !
P � j

M þ l� 2j

 !
M þ l� 2j

l� j

 !

,
P

l

 !
P

M

 !" #
: ð1Þ

Let pc be the probability that an L-sensor and an H-
sensor share sufficient keys to form a secure connec-
tion. If q shared-keys are required, we have:
pc = 1 � (p(0) + p(1) + � � � + p(q � 1)). For given
key ring size l and M, key overlap q, and minimum
connection probability p, the largest key pool size P

can be computed such that pc P p.

4.2. Significant storage saving

The AP scheme can significantly reduce sensor
storage requirement for key pre-distribution, com-
pared to the key pre-distribution schemes [15,16]
for homogeneous sensor networks. The probability
(ps1) of sharing at least one key between an H-sensor
and an L-sensor in the AP scheme is

ps1 ¼ 1� Pr½do not share any key�

¼ 1�

P

M

 !
P �M

l

 !

P

l

 !
P

M

 ! ¼ 1� ðP �MÞ!ðP � lÞ!
P !ðP �M � lÞ! :

ð2Þ
For comparison, we also list the probability of sharing
at least one key between two homogeneous sensors.
This probability is given in [15], and is listed below:

ps2 ¼ 1�

P

m

� �
P � m

m

� �
P

m

� �
P

m

� � ¼ 1� ððP � mÞ!Þ2

P !ðP � 2mÞ! ; ð3Þ

where m is the size of the key ring in each sensor.
For different values of P, M, l and m, we plot ps1

– the probability of sharing at least one key, under
the AP scheme and ps2 – the key pre-distribution
scheme proposed by Eschenauer and Gligor [15],
which is referred to as E–G scheme in the following.
In Fig. 2, the key pool size ranges from 1,000 to
10,000, with an incremental of 1000. The solid lines
with circles are the probabilities of the AP scheme,
and the dotted lines with crosses are the probabili-
ties of the E–G scheme. There are four pairs of
curves in Fig. 2. From bottom to top, the corre-
sponding parameters [M,l,m] for the four pairs of
probability curves are [125, 5, 25]; [250, 10, 50];
[375, 15, 75]; and [500, 20, 100], respectively. We
observe that the probability of sharing key increases
when the number of pre-loaded keys increases. For
the same parameters [M,l,m], the probability of
sharing key decreases as the key pool size becomes
large. Furthermore, we notice that the two probabil-
ity curves of each pair are very close to each other.
The relationship between these parameters [M,l,m]
is M · l = m2. I.e., if an H-sensor and an L-sensor
is pre-loaded with M and l keys, respectively, and
M · l = m2, then ps1 is roughly the same as ps2 with
m keys pre-loaded. Since an H-sensor has much lar-
ger memory space and can be pre-loaded with a
relatively number of keys, i.e., M can be large, each
L-sensor only needs to be pre-loaded a small number
of keys, while achieving similar key sharing proba-
bility as that in homogeneous sensor networks.

An example is given below to show the storage
saving achieved by the AP key management scheme.
Suppose there are 1000 L-sensors and 10 H-sensors
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in an HSN. In the HSN, each L-sensor is pre-loaded
with l = 20 keys, and each H-sensor is pre-loaded
with M = 500 keys. For comparison, consider a
homogeneous sensor network with 1000 L-sensors,
and each L-sensor is pre-loaded with m = 100 keys
to have similar key sharing probability. In the
HSN, the total memory used to store the pre-loaded
keys is 20 · 1000 + 500 · 10 = 25,000 (in the unit of
the key length). In the homogeneous sensor net-
work, the total memory used to store the pre-loaded
keys is 100 · 1000 = 100,000, which is much larger
than (four times of) that in the HSN. As we can
see from the above example, our HSN key manage-
ment scheme significantly reduces the total storage
requirement in sensor nodes, which achieving a sim-
ilar key sharing probability.

In Fig. 3, we also plot the key sharing probability
for different numbers of pre-loaded keys. The solid
lines with circles are the probabilities of the AP
scheme, and the dotted lines with crosses are the
probabilities of the E–G scheme. The x-axis is the
number of pre-loaded keys – m in the E–G scheme,
where m varies from 25 to 200, with an incremental
of 25. For HSN, the number of pre-loaded keys in
an L-sensor and an H-sensor are l and M, respec-
tively, and they are set in the following way:
l = m/5 and M = 5m such that M · l = m2. As we
can see from Fig. 3, the probability of sharing key
increases as more keys are pre-loaded in a sensor
node. For the four pairs of curves, from top to bot-
tom, the corresponding key pool size P is 1000,
2000, 5000, and 10,000, respectively. Fig. 3 shows
that the larger the key pool size, the smaller the
probability of sharing key for given number of
pre-loaded keys is.
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4.3. The probability of being a Kth-degree neighbor

In each cluster, there are several L-sensors and
one H-sensor. As discussed in Section 2, the L-
sensors in a cluster are classified into 1st-degree
neighbors, 2nd-degree neighbors, . . ., etc., depend-
ing on how they share keys with the H-sensor. In
the following, we derive the probability that an
L-sensor being a 1st-degree neighbor, a 2nd-degree
neighbor, and so on. Recall that an L-sensor u

and an H-sensor H are pre-loaded with l and M

keys, respectively, from a key pool of size P. In
order to be a 1st-degree neighbor, an L-sensor
(say u) needs to share at least one pre-loaded key
with the H-sensor. The probability that u is a 1st-
degree neighbor of H is given in (2), i.e.,
p1 � 1� ðP �MÞ!ðP � lÞ!
ðP �M � lÞ!P !

: ð4Þ
To be a 2nd-degree neighbor, an L-sensor v
should share at least one key with one of the 1st-
degree neighbors and v is not a 1st-degree neighbor.
Let n1 denote the number of 1st-degree neighbors,
and let N denote the number of L-sensors in a clus-
ter. The average number of 1st-degree neighbors in
the cluster is p1 · N. Thus, we have an estimation of
n1 as below:
n1 ¼ bp1 	 Nc: ð5Þ
Let us first derive the probability that v

shares at least one key with one of the 1st-degree
neighbors.

p12 � Prðv shares at least 1 key with a

1st-degree neighborsÞ

¼ 1� Prðv does not share any key with

1st-degree neighborsÞ

¼ 1�
P

l

 !
P � l

l

 !
P

l

 !2, 1
A

n1
0
@

¼ 1�
P

l

 !
P � l

l

 !
P

l

 !2, 1
A
bp1	Nc

:

0
B@ ð6Þ
Thus, the probability of v being a 2nd-degree
neighbor is:
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Fig. 4. (a) The probability of being a 1st/2nd-degree neighbor. (b) M = 500.
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Similarly, we can calculate the probability of an
L-sensor being a 3rd-degree neighbor, 4th-degree
neighbor, etc. We plot the probability of an L-sensor
being a 1st-degree and 2nd-degree neighbor, i.e., p1

and p2 in Fig. 4, respectively, for different value of
P, M, l and N. In Fig. 4, the key pool size P varies
from 1000 to 10,000, with an incremental of 1000.
The parameters of Fig. 4(a) are set as M = 200,
l = 20 and N = 100, and the parameters of
Fig. 4(b) are set as M = 500, l = 20 and N = 100.
The solid line with circles represents the probabilities
of an L-sensor being a 1st-degree neighbor, and the
dotted line with crosses represents the probabilities
of an L-sensor being a 2nd-degree neighbor. As we
can see from Fig. 4, when the number of pre-loaded
keys in an H-sensor – M is larger, the probability of
an L-sensor being a 1st-degree is very large. For
example, when M = 500, the probability is 0.88
and 0.64 for a key pool size of 5000 and 10,000,
respectively. This means that with a high probability
an L-sensor directly shares a key with its cluster
head, and this significantly reduces the communica-
tion overheads of finding shared key between
L-sensors and H-sensors. I.e., for most L-sensors,
an H-sensor does not need to communicate with
other L-sensors or the BS to obtain a shared key.

5. Security analysis

In this Section, we analyze the resilience of the
AP key management scheme against node compro-
mise attack. We want to find out the effect of c

L-sensors being compromised on the rest of the net-
work. For example, for any two L-sensors u and v

which are not compromised, what is the probability
that the adversary can decrypt the communications
between u and v when c L-sensors are compromised?
Note that keys in H-sensors are protected by tam-
per-resistant hardware, so they are safe. Recall that
each L-sensor is pre-loaded with l keys. The proba-
bility of a given key K belonging to an L-sensor’s
key ring is l/P, where P is the key pool size. There-
fore, the probability of K NOT in an L-sensor’s key
ring is 1� l

P

� �
. Furthermore, the probability of K

NOT in any of the key rings of the c L-sensors is
1� l

P

� �c
. Thus, the probability of a given key K in

any of the key rings of the c L-sensors is:

1� 1� l
P

� �c

ð8Þ

Thus, Eq. (8) provides the probability of a given
key K known to the adversary when c L-sensors are
compromised. As we can see, the smaller l is, the
smaller the probability of compromising another link
is (i.e., better resilience against node compromise
attack) for given key pool size P and the number of
compromised L-sensors-c. This is another important
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Fig. 5. The compromising probability when q = 1.
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Fig. 6. The compromising probability when q = 3.
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reason that we want to pre-load only a small number
of keys in each L-sensor. Note that after key setup
stage, two neighboring L-sensors u and v can use
the established secure links to agree on a new random
key which is only known to them and use the new key
for later communications. Since the new key does not
depend on the initial key pool P, the compromises of
other L-sensors will not affect the security of the new
key. Of course, if an adversary can record all the com-
munications, she can still find out the new key if she
knows the previous shared key between u and v from
the compromised L-sensors.

If at least q keys are required to setup a secure
link between two L-sensors, the probability of com-
promising a new link, given c L-sensors are compro-
mised, is even smaller. If the key is the hash of j

shared keys between two L-sensors, the probability

of the link being compromised is 1� 1� l
P

� �c� �j
.

The probability of setting up a secure link in an
HSN is p = p(q) + p(q + 1) + � � � + p(l), where p(j)
is given in (1). Thus, the probability that a secure
link between two L-sensors is compromised when
c L-sensors are captured is:

CðlÞ ¼
Xl

j¼q

1� 1� l
P

� �c� �j pðjÞ
p
; ð9Þ

In [11], Chan et al. give the probability that two
sensors have exactly j keys in common: p0ðjÞ ¼

P
j

� �
P�j

2ðm�jÞ

� �
2ðm�jÞ

m�j

� �.
P
m

� �2
, where m is the number

of keys pre-loaded in each sensor. Chan et al. pro-
vide the probability of compromising a secure link
in a homogeneous sensor network as:

CðmÞ ¼
Xm

j¼1

1� 1� m
P

� �c� �j

p0ðjÞ
,Xm

j¼1

p0ðjÞ; ð10Þ

where m is the number of pre-loaded keys in each
sensor. The function C(l) in (9) is an increasing
function of l. Since the number of pre-loaded keys
in an L-sensor – l is much smaller than m, the prob-
ability in (9) is much smaller than that in (10). This
means that the HSN key management scheme is
more resilient to node compromise attack than key
management schemes for homogeneous sensor net-
works, such as those in [10] and [11].

In Fig. 5, we plot the probability that an adversary
can decrypt the communications between two sensors
u and v when c L-sensors (other than u and v) are com-
promised (referred to as compromising probability).
In Fig. 5, the number of keys required to setup a
secure link-q = 1, the key pool size P is 10,000, and
the number of compromised sensors – c varies from
1 to 200, with an incremental of 10. For the E–G
scheme, we calculate the probabilities for three differ-
ent values of m: 20, 30, and 50. For the AP key man-
agement scheme, the parameters are set as: M = 100,
l = 10. The value of M and l makes the AP scheme has
similar key sharing probability with the E–G scheme
for m = 30, since M · l 
 m2. Fig. 5 shows that the
compromising probability of the AP scheme is smaller
than all the three E–G schemes, for any given number
of compromised sensors. I.e., the AP key manage-
ment scheme is more resilient to node compromise
attack than E–G scheme. We can see from Fig. 5,
for the E–G scheme, the more pre-loaded keys in a
sensor, the larger the compromising probability is,
i.e., the larger the impact on other links for given num-
ber of compromised sensors.

In Fig. 6, we plot the compromising probability
when q = 3, and all other parameters are the same
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as those in Fig. 5. Note that for illustration purpose,
the maximum vertical coordinate in Fig. 6 is 0.3 (it
is 1.0 in Fig. 5). Comparing Figs. 5 and 6, we can see
that the compromising probability when q = 3 is
much smaller than the corresponding one when
q = 1. For example, in the E–G scheme with
m = 50, the compromising probability is only 0.25
for q = 3 and 200 sensors are compromised, while
it is more than 0.61 when q = 1. This result shows
that q-composite keys scheme can significantly
improve the resilience against node compromise
attack, as shown in [11].

6. Conclusions

In this paper, we present an effective key manage-
ment schemes – the asymmetric pre-distribution
(AP) scheme for heterogeneous sensor networks.
The powerful H-sensors are utilized to provide
simple, efficient and effective key set up schemes
for L-sensors. Although tamper-resistant hardware
is too expensive for L-sensors, it is reasonable to
assume that powerful H-sensors are equipped with
this technology. The performance and security anal-
ysis shows that the AP key management scheme can
significantly reduce the sensor storage requirement
while achieving better security (e.g., better resilience
against node compromise attack) than existing
sensor network key management schemes.
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