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Most existing research considers homogeneous sensor networks, which suffer from performance bottleneck and poor scalability.
In this paper, we adopt a heterogeneous sensor network model to overcome these problems. Sensing coverage is a fundamental
problem in sensor networks and has been well studied over the past years. However, most coverage algorithms only consider the
uniform coverage problem, that is, all the areas have the same coverage degree requirement. In many scenarios, some key areas
need high coverage degree while other areas only need low coverage degree. We propose a differentiated coverage algorithm which
can provide different coverage degrees for different areas. The algorithm is energy efficient since it only keeps minimum number of
sensors to work. The performance of the differentiated coverage algorithm is evaluated through extensive simulation experiments.
Our results show that the algorithm performs much better than any other differentiated coverage algorithm.
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1. INTRODUCTION

Sensor networks hold the promise of facilitating large-scale,
real-time data processing in complex environments. Existing
research mainly considers homogeneous sensor networks,
that is, all sensor nodes have identical capabilities in terms
of communication, computation, sensing, reliability, and so
forth. However, a homogeneous ad hoc network suffers from
poor scalability. Recent research has demonstrated its perfor-
mance bottleneck both theoretically (Gupta and Kumar [1]
showed that the per-node throughput in a homogeneous ad
hoc network is Θ(1/

√
n), where n is the number of nodes),

and through simulation experiments and testbed measure-
ment [2]. In this paper, we adopt a heterogeneous sensor
network model to achieve good performance and scalabil-
ity. Scalability is particularly important to large-scale sensor
networks with hundreds and thousands sensor nodes.

One of the fundamental problems in sensor networks is
the sensing coverage problem. Sensing coverage characterizes
the monitoring quality provided by a sensor network in a
designated region. Energy is a paramount concern in wire-
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less sensor network applications that need to operate for a
long time on battery power. For example, habitat monitor-
ing may require continuous operation for months, and mon-
itoring civil structures (e.g., bridges) requires an operational
lifetime of several years. Most sensor networks are deployed
with high density (up to 20 nodes/m3 [3]) in order to prolong
the network lifetime. Recent research has found that signif-
icant energy savings can be achieved by dynamic manage-
ment of node duty cycles in sensor networks with high node
density. In this approach, some nodes are scheduled to sleep
(or enter a power saving mode) while the remaining active
nodes provide continuous service. A fundamental problem
is to minimize the number of nodes that remain active, while
still achieving acceptable quality of service for applications.

Most existing researches consider the uniform sensing
coverage problem in sensor networks, for example, PEAS [4]
and OGDC [5]. In these algorithms, nodes switch to sleeping
state as long as their neighbors can provide sensing cover-
age for them. These algorithms provide the same coverage
degree for the entire network area. However, in many scenar-
ios such as battlefields, there are certain geographic sections
such as the command headquarters that need higher cover-
age degree than other areas. Since typical sensor nodes are
unreliable devices and can fail or run out of power, and sin-
gle sensing readings can be easily distorted by background
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noise to cause false alarms, it is desirable to provide higher
degree of coverage for critical areas. However, it is not effi-
cient to support the same high degree of coverage for some
less important areas. To handle this issue, in this paper we
propose a differentiated coverage algorithm for sensor net-
works. Differentiated coverage means providing different de-
grees of sensing coverage for different areas in a sensor net-
work according to the requirement.

The main contributions of this paper are the follow-
ing. (1) We adopt a heterogeneous sensor network model
to achieve good performance and scalability. (2) We pro-
pose a novel differentiated coverage algorithm for sensor net-
works. The rest of this paper is organized as follows. Section 2
reviews the related work in the literature. In Section 3, we
introduce the differentiated coverage algorithm. Section 4
presents the simulation results. And Section 5 concludes the
paper.

2. RELATED WORKS

Sensing coverage in sensor networks has been well stud-
ied. Several algorithms aim to find close-to-optimal solu-
tion based on global information. In [6], a linear program-
ming technique is applied to select the minimal set of active
nodes for maintaining coverage. In [7], sensor deployment
strategies were investigated to provide sufficient coverage for
distributed detection. In [4], Ye et al. presented PEAS—a
probing-based sensing coverage algorithm. Tian and Geor-
ganas [8] proposed an algorithm that provides complete cov-
erage using the concept of “sponsored area.” Both [4, 8] only
consider the metric in terms of the total amount of energy
consumed regardless of the distribution of the energy among
the nodes. The unbalanced energy dissipation causes some
nodes to die much faster than others; therefore, the half-life
of the network is dramatically reduced in the unbalanced ap-
proach. In [5], Zhang and Hou showed that coverage with
minimal overlap is achieved when three sensor nodes form
an equilateral triangle, and they proposed a localized density
control algorithm OGDC based on the result.

In [9], Yan et al. proposed a differentiated surveillance
algorithm for sensor networks. In the algorithm, the sensor
network is covered by uniformly distributed grid points, and
the coverage of the network is converted to the coverage of
all the grid points. Each sensor node chooses a random time
reference point Ref within [0,T] (T is the operation round),
and broadcasts its location and Ref to the neighbors. Then
each node locally decides its schedule of sleep and work,
based on the Ref and location information of the neighbors
that cover the same grid point. Since each sensor node usu-
ally covers several grid points, a scheme is needed to com-
bine the schedules for covering multiple grid points. In [9],
the final schedule of a sensor node is the union of its sched-
ules for all the grid points that it can cover. However, since
the Ref point is randomly selected, the probability of several
Ref points close to each other is very small. In other words,
the multiple Ref points are usually scattered across the [0,T]
time period, and thus the union of schedules usually leads

to a very long working duration, which means that a sensor
node will work for most of time. For example, if a sensor
node needs to cover three grid points, and the schedule for
each grid point is [0,T/3], [T/2, 2T/3], and [2T/3,T], respec-
tively, then the union of the above schedules has a duration
of 5T/6, which means the sensor node needs to work for 5/6
of the time. Thus, the differentiated surveillance algorithm in
[9] is not efficient.

Recently deployed sensor network systems are increas-
ingly following heterogeneous designs, incorporating a mix-
ture of sensors with widely varying capabilities [10]. For ex-
ample, in a smart home environment, sensors may be pow-
ered by AA batteries, AAA batteries, or even button batter-
ies. Researchers have studied various issues in heterogeneous
sensor networks. In [11], Mhatre et al. studied the optimum
node density and node energies to guarantee a lifetime in het-
erogeneous sensor networks. Duarte-Melo and Liu analyzed
energy consumption and lifetime of heterogeneous sensor
networks in [12].

In this paper, we adopt a heterogeneous sensor network
model to overcome the poor scalability and performance
bottleneck of homogeneous sensor networks. We propose a
novel differentiated coverage algorithm for wireless sensor
networks.

3. THE ENERGY-EFFICIENT DIFFERENTIATED
COVERAGE ALGORITHM

In this section, we present our differentiated coverage (DC)
algorithm for heterogeneous sensor networks. We consider a
heterogeneous sensor network (HSN) consisting of two types
of nodes: a small number of powerful high-end sensors (H-
sensors) and a large number of low-end sensors (L-sensors).
One can build a heterogeneous sensor network by distribut-
ing H-sensors and L-sensors at the same time, or by adding
a small number of H-sensors into an existing homogeneous
sensor network. H-sensors and L-sensors are assumed to be
uniformly and randomly distributed in the field. Both H-
sensors and L-sensors are assumed to know their location
information. Sensor nodes can use location services such as
those in [13, 14] to estimate their locations, and no GPS re-
ceiver is required at each node. The operation of a sensor net-
work is divided into several rounds, with each round being
the same duration T . We assume that the L-sensor’s trans-
mission range rt is at least twice of its sensing range rs, that
is, rt ≥ 2rs. This is true for many sensor nodes, including
Mica II sensor [15], and so forth.

In Section 3.1, we describe the cluster formation scheme
in HSN. In Section 3.2, we present the scheme that provides
uniform coverage in a sensor network. The uniform cover-
age problem is a special case of the differentiated coverage
problem. In Section 3.3, we present the differentiated cover-
age (DC) algorithm.

3.1. Cluster formation in HSN

During the initialization phase, all H-sensors broadcast Hello
messages to nearby L-sensors with a random delay. The
random delay is to avoid the collision of Hello messages
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from two neighbor H-sensors. The Hello message includes
the ID of the H-sensor and its location. Since the loca-
tions of H-sensors are random, H-sensors use the maximum
transmission power to broadcast the Hello messages. With
enough number of H-sensors uniformly and randomly dis-
tributed in the network, most L-sensors can receive Hello
messages from multiple H-sensors, and most H-sensors can
hear Hello messages from neighbor H-sensors. Then each L-
sensor chooses the H-sensor whose Hello message has the
best signal strength as the cluster head. Each L-sensor also
records other H-sensors from which it receives the Hello
messages, and these H-sensors are listed as backup cluster
heads in case the primary cluster head fails.

If an L-sensor does not hear any Hello message during
the initialization phase (e.g., T seconds after deployment),
the node will broadcast an Explore message. When the neigh-
bor L-sensors receive the Explore message, they will response
with an Ack message after a random delay. The Ack message
includes the location and ID of the sender’s cluster head. An
L-sensor will not send Ack message again if it overhears an
Ack response from another neighbor. This mechanism re-
duces the number of response messages and thus the con-
sumed energy. Then the L-sensor can select a cluster head
based on the Ack message. This ensures that each L-sensor
finds a cluster head.

The sensor network is divided into multiple clusters,
where H-sensors serve as the cluster heads. For simplicity,
assume the network is a two-dimensional plane, then each
L-sensor will select the closest H-sensor as the cluster head
(except when there is an obstacle in between), and this leads
to the formation of Voronoi diagram where the cluster heads
are the nuclei of the Voronoi cells. An example of the clus-
ter formation is shown in Figure 1. The large rectangle nodes
in Figure 1 are H-sensors and the small square nodes are
L-sensors. During initialization, each H-sensor also records
the locations of the neighbor H-sensors (based on the Hello
messages), and H-sensors can calculate the boundary of the
Voronoi cells based on the locations of neighbor H-sensors.

3.2. The uniform sensing coverage scheme

We first present the scheme that provides uniform coverage
in a sensor network. A grid is installed in the sensor network,
and the grid points are uniformly distributed in the network.
An example is shown in Figure 2, where the crosses are the
grid points. Assume all H-sensors know the location of a ref-
erence grid point and the grid size (e.g., storing such infor-
mation before deployment), then H-sensors know the loca-
tions of all the grid points. An H-sensor can determine which
grid points are covered by an L-sensor based on its location
and sensing range. We will first study the problem of cover-
ing all the grid points while minimizing sensor energy con-
sumption. When a reduced sensing range is used for node
scheduling, it can be shown that covering all grid points is
equivalent to covering the whole field. The reduced sensing
range should satisfy rc < ra − d/

√
2, where rc, ra, and d are

the reduced sensing range, the actual sensing range, and the
grid side length, respectively. We will not present the details
here. In [9], Yan et al. also showed the above equivalence.

Figure 1: Voronoi cells in an HSN.
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Figure 2: Coverage for grid points.

The goal is to design a node-scheduling scheme that ensures
all the grid points have the required coverage, while at the
same time minimize the total energy consumption in the net-
work and balance node energy consumption.

The node scheduling is processed in each cluster inde-
pendently. In a sensor network, all the grid points are num-
bered in a certain way, for example, from top to down and
from left to right. In each cluster, the node scheduling is pro-
cessed according to the increasing order of grid point num-
ber. That is, the schedule of sensors covering grid point 1 is
determined first, then the schedule of sensors covering grid
point 2 is determined, and so on.

In the sensing coverage scheme, a cluster head determines
the node scheduling for all the L-sensors in its cluster. Af-
ter initialization, each L-sensor sends its location informa-
tion to the cluster head. Since the location of the cluster
head is known from the Hello message, a greedy geographic
routing protocol GPSR [10] is used for intra-cluster routing.
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An L-sensor sends the packet to the active neighbor that has
the shortest distance to the cluster head, and the next node
performs the similar thing, until the packet reaches the clus-
ter head. Since nodes within a cluster are not far away from
the cluster head, the greedy geographic routing should be
able to route packets to cluster head with high probability.
The chance of having a void during greedy geographic rout-
ing (i.e., all the neighbors have longer distance to the clus-
ter head than the node itself) is small. In case such a thing
happens, several recover schemes can be used to solve the
problem, for example, GPSR [10] and GOAFR [16] route a
packet around the faces of a planar subgraph extracted from
the original network.

After a certain time, a cluster head should receive the lo-
cation information from all the L-sensors in its cluster, then
the cluster head starts determining node schedule for each
grid point in the cluster, according to the increasing order
of the grid point number. In the following, we will use the
example in Figure 2 to illustrate the scheme that determines
node schedule for a grid point. Based on the locations of
L-sensors, the cluster head (say H) knows which L-sensors
cover a grid point, that is, L-sensors within the circle centered
at the grid point with radius rs (sensing range). In Figure 2,
three L-sensors (D, E, F) cover grid point 2.

H counts the total number (say k) of L-sensors that cover
grid point 2. An ideal schedule for the k sensors should be
that each L-sensor works for T/k time and sleeps for T −T/k
time in a round T . This will ensure that the total energy con-
sumption is minimized and each node has similar remain-
ing energy. However, a sensor node may also need to cover
other grid points, and some of them may already have one or
more assigned working slots. H considers the assigned work-
ing slots of each L-sensor and tries to assign a time slot that
has the maximal overlap with the existing working slots. For
example, if node D already has a working slot of [0,T/4] (for
covering grid point 1), then H can assign the working slot of
[0,T/3] to D. Thus D only needs to be active during [0,T/3]
and covers both grid points 1 and 2. If there is conflict, then
a node may have an additional (or overlapped) working slot
besides its existing working slots.

After determining the node schedule for all grid points
in the cluster, the cluster head H includes the working slots
for all the L-sensors in one packet, and broadcast the packet
to all L-sensors in its cluster. Each L-sensor records its work-
ing slots as well as the working slots of its neighbors. The
neighbor working slots information is used by the greedy ge-
ographic routing—GPSR [10]. When an L-sensor wants to
send a packet, it sends the packet to an active neighbor that
has the shortest distance to the cluster head.

Periodically, all L-sensors wake up and enter a listen state,
and cluster heads reschedule working slots for the L-sensors.
This is to ensure that the coverage algorithm is robust to
sensor failures. For example, at the end of each round, all
L-sensors wake up and enter a listen state, and each cluster
head broadcasts a rescheduling message to the L-sensors in
its cluster. Then each alive L-sensor sends a packet to the clus-
ter head, including its location and node ID. Cluster heads
determine node schedule based on the coverage algorithm.

To ensure the sensing covering scheme works well, L-
sensors in a cluster need to be synchronized. However, L-
sensors from different clusters need not be synchronized,
since the node scheduling is determined in each cluster in-
dependently. For our heterogeneous sensor network model,
a simple scheme can be used to synchronize the L-sensors
within a cluster. Each time before a cluster head H broad-
casts the node scheduling, H broadcasts a short synchroniza-
tion message including its local time, and all the L-sensors
can synchronize their time with cluster head H.

3.3. The differentiated coverage algorithm

The above sensing coverage scheme can be easily extended
to provide differentiated coverage for sensor networks. If we
want to adjust the sensing coverage degree of a certain area
to an arbitrary degree c, the cluster head will correspond-
ingly increase or decrease the work time for each L-sensor
in the area. For a grid point covered by k sensor nodes, the
work time for each sensor node is T/k (in each round T) to
provide degree-1 coverage. For degree-c coverage, the work
time for each sensor node is cT/k. Thus, it is easy to pro-
vide differentiated coverage for a sensor network by using our
scheme. The differentiated coverage algorithm is presented in
Algorithm 1. In the following, we use the example in Figure 2
to describe the details of the Differentiated Coverage algo-
rithm.

A cluster head H determines the schedules of all L-
sensors in its cluster. For a grid point (say point 2 in Figure 2)
in its cluster, H first counts the total number (say k) of L-
sensors that cover this grid point. If k ≤ c, then all the L-
sensors that cover point 2 need to be active for all time. If
k > c, H will determine the working slots for each L-sensor.
An ideal schedule for the k sensors should be that each L-
sensor works for cT/k time and sleeps for T − cT/k time in
a round T . This ensures that the total energy consumption
is minimized and each node has similar remaining energy.
However, a sensor node may also need to cover other grid
points, and some of them may already have one or more as-
signed working slots. H considers the assigned working slots
of each L-sensor and tries to assign a time slot that has the
maximal overlap with the existing working slots.

In the scheduling algorithm, each round T is divided
into k equal time slots, that is, [0,T/k], [T/k, 2T/k], . . . , [(k−
1)T/k,T], and these time slots are indexed by 1, 2, . . . , k. A set
I is used to include the indexes of the available time slots. Ini-
tially set I includes all the time slots, that is, I = {1, 2, . . . , k}.

Each L-sensor is assigned with c time slots for a required
coverage degree c, and this is done by the second FOR loop in
Algorithm 1. In each iteration of the second FOR loop, one
time slot is selected for each of the k L-sensors. To avoid as-
signing the same time slot to an L-sensor twice, a set Bl is
used to store the selected time slots for an L-sensor l. In the
third FOR loop, for each L-sensor l, the algorithm finds a
time slot j that belongs to set I but not set Bl while maximiz-
ing the overlap with node l’s existing working slots (which
are used to cover other grid points). If I ⊆ Bl, that is, all the
time slots left in set I are also in set Bl, then a time slot not in
set Bl is randomly selected. After selecting all the c time slots
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Notations:
H is the cluster head.
U is the set of grid points in H’s cluster.
u is a grid point in H’s cluster, that is, u ∈ U .
L(u) is the set of L-sensors that cover grid point u.
k = |L(u)| is the total number of L-sensors that cover grid
point u.
c is the required coverage degree.
Each round T is divided into k equal time slots, that is,
[0,T/k], [T/k, 2T/k], . . . , [(k − 1)T/k,T], and these
time slots are indexed by 1, 2, . . . , k.
I is the set of indexes of the available time slots.
Initially I = {1, 2, . . . , k}.
Bl is the set of selected time slots for a L-sensor l.
Initially Bl = ∅.
The following scheduling algorithm runs in each cluster head.

FOR each grid point u ∈ U
// Iterating c times for a required coverage degree c.
FOR i = 1 to c
Resetting the available time slot set I = {1, 2, . . . , k}.
// For each L-sensor l ∈ L(u), 1 ≤ l ≤ k.
FOR l = 1 to k
IF I ⊃ Bl, find a time slot j that satisfies the following 3
conditions:

(1) j ∈ I ; // Selecting j from available slots.
(2) j /∈ Bl; // j should not be the same as any

// previously selected slot.
(3) j has the maximal overlap with l’s existing working slots.
ELSE // That is, I ⊆ Bl

A time slot not in Bl is randomly selected.
ENDIF
Adding time slot j to set Bl.
Removing j from the available time slot set I , that is,
I = I − { j}.
END // End of the third FOR loop.
END // End of the second FOR loop.
// Adding the selected slots to the working slots.
FOR each L-sensor l ∈ L(u)
Adding set Bl to l’s working slots.
END
END // End of the first FOR loop.

Algorithm 1: The differentiated coverage algorithm.

for each L-sensor, the selected time slots are added into the
working slots of each L-sensor.

In [5], Zhang and Hou prove that the radio range being
at least twice of the sensing range is both necessary and suf-
ficient to ensure that coverage implies connectivity. In [17],
Wang et al. also show the similar result. Our sensing cover-
age algorithm ensures the coverage in a sensor network, thus
guarantees connectivity in the network when rt ≥ 2rs.

4. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the differ-
entiated coverage (DC) algorithm, and compare DC with
another differentiated coverage algorithm in [9], which
we refer to as differentiated surveillance (DS) algorithm.
The following metrics are used to show the energy saving

and efficient coverage provided by DC algorithm: (1) total
amount of energy consumption, (2) energy variation among
nodes, (3) sensing coverage over time, (4) energy consump-
tion for differentiated coverage, and (5) the number of work-
ing nodes.

We implemented DC algorithm in QualNet. For compar-
ison, DS algorithm was also implemented in QualNet. The
underlying medium access control protocol is IEEE 802.11
DCF. We adopt the same energy model as in TTDD [18]. A
sensor node’s transmitting, receiving, and idling power con-
sumption rates are 0.66 W, 0.395 W, and 0.035 W, respec-
tively, [18]. In DC, GPSR [10] is used as the routing pro-
tocol for transmissions from L-sensors to cluster heads. The
default simulation testbed has 1 sink and 300 L-sensors uni-
formly, randomly distributed in a 200 m × 200 m area. The
sensing range and communication range of an L-sensor is
10 m and 25 m, respectively. The grid size d is 4 m. For DC,
there are additional 10 H-sensors in the network. Although
H-sensors also provide sensing coverage, for fair comparison
we do not count the coverage from H-sensors in the follow-
ing experiments.

Each simulation runs for 2000 seconds, and each exper-
iment runs for 10 times with different node deployments
and different random seeds. Each round T is set as 500 sec-
onds, so there are 4 rounds in each simulation. In DC algo-
rithm, all L-sensors enter listen state after every 500 seconds
(one round) and the L-sensors are rescheduled by the clus-
ter heads. In the following tests, the communication cost for
transferring data packet is not included in the energy con-
sumption, since it is highly application dependent. In Sec-
tions 4.1, 4.2, and 4.3, the uniform coverage case is consid-
ered, and the differentiated coverage is considered in Sections
4.4 and 4.5.

4.1. Total energy consumption

In Figure 3, we compare the total energy consumed for dif-
ferent node densities using DC algorithm and DS algorithm.
The total number of L-sensors varies from 200 to 500 with
an increasing of 50. The number of H-sensors in DC does
not change. The total energy consumption when all sensor
nodes are working is also plotted in Figure 3. The total en-
ergy consumption in DC also includes energy consumption
of H-sensors.

From Figure 3, we can see that DC consumes much less
energy than both DS and the “all working” case. DS con-
sumes less energy than “all working” when sensor density is
high. For the “all working” case, the total energy consumed
is close to a linear function of the sensor number, and it in-
creases very fast as the number of sensors increases, while
the energy consumptions under DS and DC increase slowly
when the number of sensors becomes large. In DS and DC
algorithms, only a portion of sensors (that are enough to
cover the area) are active at any time. When sensor density
increases, the required coverage degree does not change, thus
their energy consumptions do not increase much. The small
increase of the energy consumptions in DS and DC mainly
comes from the communication overhead to determine the
node schedule.
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Figure 3: The total energy consumption.

Figure 3 also shows that the total energy consumed in DC
is only about 1/3 of that in DS. In DS, each node decides its
own schedule, and the integrated schedule is the union of the
schedules for all the grid points that it can cover. For a sensor
node using DS algorithm, the working slot for covering a grid
point is randomly selected. Because of the randomness, the
working slots for different grid points are usually different,
thus the union of the schedules for different grid points leads
to a long working duration. For example, consider a node C
that covers three grid points. If the work-time for the three
grid points is [0,T/4], [T/3, 2T/3], and [3T/4,T], respec-
tively, then node C will work for 5T/6 in each round (T sec-
onds). On the other hand, in DC algorithm, the cluster head
considers the existing working slot when it makes schedule
for covering the current grid point and tries to maximize the
overlap between the existing and new working slots, and this
dramatically reduces the total work-time for each node. For
example, in the above example, the sensor node C could be
scheduled to work only during [T/3, 2T/3] to cover the three
grid points, then the work duration is only T/3, much less
than 5T/6 in DS algorithm.

4.2. Balancing node energy consumption

In this study, we investigate the energy consumption of indi-
vidual sensor nodes. Specifically, we want to check if the en-
ergy consumption is balanced among different sensor nodes.
We measure the average value (Ave) and standard deviation
(Std) of energy consumed by each node under different node
densities, and the results are reported in Figure 4.

Figure 4 shows that in both DS and DC algorithms,
the average energy consumption for an individual node
decreases as the network node density increases. This is rea-
sonable since more nodes means less work time for each
node, and less energy consumed. The average energy con-
sumption of each node in DC is always lower than that in
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Figure 4: Average and standard deviation of node energy consump-
tion.

DS, and this shows that DC is more energy efficient than DS.
The reason is already stated in Section 4.1. In addition, from
Figure 4 we can see that the standard deviation in DC is also
smaller than DS, which means the node energy consumption
is better balanced in DC than in DS.

4.3. Coverage over time

The coverage of a sensor network at different time instances
after network deployment is an important performance. We
measure the sensing coverage at different time by running
the simulation for a longer time period—6000 seconds. Each
sensor node has a fixed energy supply and it dies when the
energy supply runs out. We test the sensing coverage for two
different node densities: 300 nodes and 450 nodes. The test
results are reported in Figure 5.

Figure 5 shows that before 2000 seconds, the sensing cov-
erages under DC and DS are closes to each other. When the
simulation time is larger than 2000 seconds, the coverage un-
der DS algorithm drops rapidly as time increases, and the
sensing coverage is less than 30% at 6000 seconds. On the
other hand, the sensing coverage under DC algorithm drops
slowly as time increases. At 6000 seconds, the coverage under
DC is still above 80% for the 450-node network, and close
to 70% for the 300-node network. Sensor nodes using DS al-
gorithm have much longer work (active) time and die out
earlier than nodes in DC algorithm. That is why the sensing
coverage under DS drops very fast, and the sensor network
using DS can only provide low coverage after a long period
of time.

4.4. Energy consumed for differentiated coverage

In this subsection, we measure the performance of DC algo-
rithm for differentiated coverage and compare the total en-
ergy consumed in DC with DS for different desired coverage
degrees. In this experiment, different areas in the network
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Figure 6: Total energy consumption for differentiated coverage.

have different desired coverage degrees. To make the compar-
ison meaningful, the same differentiated coverage require-
ments are used for both DC and DS algorithms, that is, the
same desired coverage degree is used for the same grid point
in both DC and DS. The average required coverage degree
(over the network) tested includes 1, 2, 3, and 4. The test re-
sults are reported in Figure 6, where a sensor network with
600 L-sensors is used. From Figure 6, we can see that the total
energy consumption increases linearly in the desired cover-
age degree, in both DC and DS algorithms. The energy con-
sumed at a higher average coverage degree-k is a little bit less
than k times the energy consumed at coverage degree-1, be-
cause the communication overhead does not increase pro-
portionally as the desired coverage degree. Figure 6 shows
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Figure 7: The number of working nodes for different node densi-
ties.

that the total energy consumed in DC is much lower than
that in DS, for all the desired coverage degrees tested.

4.5. The number of working nodes

In order to reduce the total energy consumption in sen-
sor networks, the number of active sensors should be kept
to the minimum. The average number of working nodes is
measured for different sensor node densities, varying from
300 to 600. The results under DS and DC are plotted in
Figure 7, where the required average coverage degree is two.
Figure 7 shows that the number of working nodes in DC does
not change much as sensor density increases. In DC, clus-
ter heads combine node working slots (for covering different
grid points) together and thus dramatically reduces the to-
tal work time of a node, which in turn reduces the average
number of working nodes in the network. Since the required
coverage degree does not change, the number of working
nodes in DC does not change much. In DS, the work time
of a node is the union of schedules for covering multiple grid
points, and in many cases it is much longer than the work
time in DC. Thus, the average number of working nodes in
DS is larger than that in DC. When node density increases,
the higher node density is not well utilized by DS because
of the randomness in setting work time. As node density in-
creases, there are more nodes in DS having long work time,
so the difference of working node number between DS and
DC becomes larger.

5. CONCLUSIONS

In this paper, we adopted a heterogeneous sensor network
model to overcome the poor scalability and performance
bottleneck of homogeneous sensor networks. A small num-
ber of high-end sensors are mixed together with a large
number of low-end sensors to form a heterogeneous sen-
sor network. We proposed the Differentiated coverage (DC)
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algorithm for heterogeneous sensor networks, which can
provide different coverage degrees for different areas. In DC,
cluster heads integrate sensor’s work time for covering multi-
ple grid points and dramatically reduce the total active time
for each sensor. Various energy consumptions and sensing
coverage of DC algorithm are evaluated through simulation
experiments and compared with another differentiated cov-
erage algorithm—DS. Our test results show that DC algo-
rithm performs much better than DS algorithm.
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Mobile ad hoc networking is a challenging task due to a
lack of resources residing in the network as well as frequent
changes in network topology. Although much research has
been directed to supporting QoS in the Internet and tradi-
tional wireless networks, present results are not suitable for
mobile ad hoc network (MANET). QoS support for mobile
ad hoc networks remains an open problem, drawing interest
from both academia and industry under military and com-
mercial sponsorship. MANETs have certain unique charac-
teristics that pose several difficulties in provisioning QoS,
such as dynamically varying network topology, lack of pre-
cise state information, lack of central control, error-prone
shared radio channels, limited resource availability, hidden
terminal problems, and insecure media, and little consen-
sus yet exists on which approaches may be optimal. Future
MANETs are likely to be “multimode” or heterogeneous in
nature. Thus, the routers comprising a MANET will employ
multiple, physical-layer wireless technologies, with each new
technology requiring a multiple-access (MAC) protocol for
supporting QoS. Above the MAC layer, forwarding, routing,
signaling, and admission control policies are required, and
the best combination of these policies will change as the un-
derlying hardware technology evolves.

The special issue solicits original papers dealing with state-
of-the-art and up-to-date efforts in design, performance
analysis, implementation and experimental results for vari-
ous QoS issues in MANETs. Fundamental research results as
well as practical implementations and demonstrators are en-
couraged.

Topics of interest include (but are not limited to):

• QoS models and performance evaluation of MANET
• QoS resource reservation signaling
• Various QoS routing protocols
• Flexible MAC protocols
• Robust modeling and analysis of MANET resource

management
• Dynamic and hybrid resource allocation schemes
• Resource control and multimedia QoS support
• Channel characterization
• QoS management and traffic engineering

• Tools and techniques for MANET measurement and
simulation

• Adaptive QoS provisioning issues
• Information assurance and reliability in MANET
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Advanced concepts for wireless communications present a
vision of technology that is embedded in our surround-
ings and practically invisible, but present whenever required.
From established radio techniques like GSM, 802.11, or Blue-
tooth to more emerging ones like ultra-wideband (UWB)
or smart dust moats, a common denominator for future
progress is underlying CMOS technology. Although the use
of deep-submicron CMOS processes allows for an unprece-
dented degree of scaling in digital circuitry, it complicates
implementation and integration of traditional RF circuits.
The explosive growth of standard cellular radios and rad-
ically different new wireless applications makes it impera-
tive to find architectural and circuit solutions to these design
problems.

Two key issues for future silicon-based systems are scale of
integration and ultra-low power dissipation. The concept of
combining digital, memory, mixed-signal, and RF circuitry
on one chip in the form of System-on-Chip (SoC) has been
around for a while. However, the difficulty of integrating het-
erogeneous circuit design styles and processes onto one sub-
strate still remains. Therefore, System-in-Package (SiP) con-
cept seems to be gaining more acceptance.

While it is true that heterogeneous circuits and architec-
tures originally developed for their native technologies can-
not be effectively integrated “as is” into a deep-submicron
CMOS process, one might ask the question whether those
functions can be ported into more CMOS-friendly architec-
tures to reap all the benefits of the digital design and flow. It is
not predestined that RF wireless frequency synthesizers be al-
ways charge-pump-based PLLs with VCOs, RF transmit up-
converters be I/Q modulators, receivers use only Gilbert cell
or passive continuous-time mixers. Performance of modern
CMOS transistors is nowadays good enough for multi-GHz
RF applications.

Low power has always been important for wireless com-
munications. With new developments in wireless sensor net-
works and wireless systems for medical applications, the
power dissipation is becoming a number one issue. Wire-
less sensor network systems are being applied in critical ap-
plications in commerce, healthcare, and security. These sys-

tems have unique characteristics and face many implemen-
tation challenges. The requirement for long operating life for
a wireless sensor node under limited energy supply imposes
the most severe design constraints. This calls for innovative
design methodologies at the circuit and system level to ad-
dress this rigorous requirement.

Wireless systems for medical applications hold a number
of advantages over wired alternatives, including the ease of
use, reduced risk of infection, reduced risk of failure, reduced
patient discomfort, enhanced mobility, and lower cost. Typ-
ically, applications demand expertise in multiple disciplines,
varying from analog sensors to digital processing cores, sug-
gesting opportunities for extensive hardware integration.

The special issue will address the state of the art in CMOS
design in the context of wireless communication for 3G/4G
cellular telephony, wireless sensor networks, and wireless
medical applications.

Topics of interest include (but are not limited to):

• Hardware aspects of wireless networks
• Wireless CMOS circuits for healthcare and

telemedicine
• Modulation schemes for low-power RF transmission
• RF transceiver architectures (low IF, direct conver-

sion, super-regenerative)
• RF signal processing
• Phase-locked loops (PLLs)
• Digitally controlled oscillators
• LNAs, mixers, charge pumps, and VCOs in CMOS
• System-on-Chip (SoC) and System-in-Package (SiP)

implementations
• RF design implementation challenges in

deep-submicron CMOS processes
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The opening of unlicensed frequency band between 3.1 GHz
and 10.6 GHz (7.5 GHz) for indoor wireless communica-
tion systems by the Federal Communications Commission
(FCC) spurred the development of ultra-wideband (UWB)
communications. Several wireless personal area networking
(WPAN) products have been demonstrated recently. These
products implement one of the two leading proposals to the
IEEE 802.15.3a High-Speed WPAN Standards Committee.
On the other hand, the IEEE 802.15.4a Standards Commit-
tee is focusing on low power, low bit rate applications, em-
phasizing accurate localization. This flurry of activity has
demonstrated the feasibility of high-bit-rate and low-bit-
rate/low-power UWB communications. Further improve-
ment in UWB transmission speed and reductions in power
consumption and UWB transceiver cost require a compre-
hensive investigation of UWB communications that simul-
taneously addresses system issues, analog and digital imple-
mentation constraints, and RF circuitry limitations. In the
application area, coexistence with other wireless standards
plays an important role.

The aim of this special issue is to present recent research
in UWB communication systems with emphasis on future
applications in wireless communications. Prospective papers
should be unpublished and present novel innovative contri-
butions from either a methodological or an application per-
spective.

Suggested topics include (but are not limited) to:

• UWB channel modeling and measurement
• High-bit-rate UWB communications
• UWB modulation and multiple access
• Synchronization and channel estimation
• Pulse shaping and filtering
• UWB transceiver design and signal processing
• Interference and coexistence
• Ultra-low-power UWB transmission
• MIMO-UWB
• Multiband UWB
• Spectral management

• UWB wireless networks and related issues
• Ranging and positioning
• Applications
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Recent advances in wireless network technologies have
rapidly developed in recent years, as evidenced by wire-
less location area networks (WLANs), wireless personal area
networks (WPANs), wireless metropolitan area networks
(WMANs), and wireless wide area networks (WWANs), that
is, cellular networks. A major impediment to their deploy-
ment, however, is wireless network security. For example,
the lack of data confidentiality in wired equivalent privacy
(WEP) protocol has been proven, and newly adopted stan-
dards such as IEEE 802.11i robust secruity network (RSN)
and IEEE 802.15.3a ultra-wideband (UWB) are not fully
tested and, as such, may expose unforeseen security vulner-
abilities. The effort to improve wireless network security is
linked with many technical challenges including compatibil-
ity with legacy wireless networks, complexity in implemen-
tation, and cost/performance trade-offs. The need to address
wireless network security and to provide timely, solid techni-
cal contributions establishes the motivation behind this spe-
cial issue.

This special issue will focus on novel and functional ways
to improve wireless network security. Papers that do not fo-
cus on wireless network security will not be reviewed. Spe-
cific areas of interest in WLANs, WPANs, WMANs, and
WWANs include, but are not limited to:

• Attacks, security mechanisms, and security services
• Authentication
• Access control
• Data confidentiality
• Data integrity
• Nonrepudiation
• Encryption and decryption
• Key management
• Fraudulent usage
• Wireless network security performance evaluation
• Wireless link layer security
• Tradeoff analysis between performance and security
• Authentication and authorization for mobile service

network
• Wireless security standards (IEEE 802.11, IEEE

802.15, IEEE 802.16, 3GPP, and 3GPP2)
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The 3G+ wireless systems can be characterized by aggregate
bit rates in the range of Mbps, QoS support for interactive
multimedia services, global mobility, service portability, en-
hanced ubiquity, and larger user capacity. All digital entirely
packet-switched radio networks involving hybrid network-
ing and access technologies are envisioned in 3G+ systems.
In such systems, radio resource management (RRM) plays a
major role in the provision of QoS and efficient utilization
of scarce radio resources. With the required support for mul-
timedia services to multiple users over diverse wireless net-
works and ever-increasing demand for high-quality wireless
services, the need for effective and efficient RRM techniques
becomes more important than ever. The addition of efficient
packet data channels in both forward and reverse directions
and QoS support in 3G standards leads to a more flexible net-
work, but at the same time increases the complexity of deter-
mining the optimal allocation of resources especially on the
radio interface. This special issue is devoted to addressing the
urgent and important need for efficient and effective RRM
techniques in the evolving next-generation wireless systems.

We are seeking original, high-quality, and unpublished pa-
pers representing the state-of-the-art research in radio re-
source management aspects of the next-generation wireless
communication systems. Topics of interests include, but are
not limited to:

• Resource optimization for multimedia services
• Rate allocation and adaptation
• Transmit power control and allocation
• Intelligent scheduling
• Subcarrier allocation in multicarrier systems
• Antenna selection techniques in MIMO systems
• Call admission control
• Load balancing, congestion, and flow control in radio

networks
• Modeling and analysis of QoS in wireless networks
• Adaptive QoS control for wireless multimedia
• Delay and jitter management in wireless networks
• Handoff and mobility management
• RRM techniques in hybrid radio networks
• Distributed versus centralized RRM

• RRM in mesh networks
• Cross-layer optimization of radio resources
• H-ARQ techniques and issues
• Performance of multihop and cooperative networks
• Challenges in implementation of VoIP over radio net-

works
• Experimental and implementation issues
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Multihop relaying technology is a promising solution for fu-
ture cellular and ad-hoc wireless communications systems in
order to achieve broader coverage and to mitigate wireless
channels impairment without the need to use large power at
the transmitter. Recently, a new concept that is being actively
studied in multihop-augmented networks is multiuser coop-
erative diversity, where several terminals form a kind of coali-
tion to assist each other with the transmission of their mes-
sages. In general, cooperative relaying systems have a source
node multicasting a message to a number of cooperative re-
lays, which in turn resend a processed version to the intended
destination node. The destination node combines the signal
received from the relays, possibly also taking into account the
source’s original signal. Cooperative diversity exploits two
fundamental features of the wireless medium: its broadcast
nature and its ability to achieve diversity through indepen-
dent channels. There are three advantages from this:

(1) Diversity. This occurs because different paths are likely
to fade independently. The impact of this is expected
to be seen in the physical layer, in the design of a re-
ceiver that can exploit this diversity.

(2) Beamforming gain. The use of directed beams should
improve the capacity on the individual wireless links.
The gains may be particularly significant if space-time
coding schemes are used.

(3) Interference Mitigation. A protocol that takes advan-
tage of the wireless channel and the antennas and re-
ceivers available could achieve a substantial gain in
system throughput by optimizing the processing done
in the cooperative relays and in the scheduling of re-
transmissions by the relays so as to minimize mutual
interference and facilitate information transmission
by cooperation.

The special issue solicits original research papers dealing
with up-to-date efforts in design, performance analysis, im-
plementation and experimental results of cooperative diver-
sity networks.

We seek original, high-quality, and unpublished papers
representing the state-of-the-art research in the area of mul-
tiuser cooperative diversity as applied to the next generation

multihop wireless communication systems. We encourage
submission of high-quality papers that report original work
in both theoretical and experimental research areas.

Topics of interests include, but are not limited to:

• Information theoretic aspects of cooperative diversity
• Cooperative diversity from the standpoint of

multiuser information theory: Shannon capac-
ity

• Cooperative diversity and its relation to network
coding

• Security aspects
• Physical layer and networking aspects of cooperative

diversity
• Cooperative protocols for wireless relay, ad hoc,

and sensor multihop networks
• Cross-layer protocol design
• Power allocation in networks with cooperative

diversity
• Reducing transmission energy and extending

terminal battery life in cooperative diversity net-
works

• Relay networks architectures
• MIMO transmission and cooperative diversity net-

works
• Cooperative systems with space-time coding
• MIMO transmission in multihop networks
• Cooperative MIMO

Authors should follow the EURASIP JWCN manuscript
format described at http://www.hindawi.com/journals/wcn/.
Prospective authors should submit an electronic copy of their
complete manuscript through the EURASIP JWCN manu-
script tracking system at http://www.mstracking.com/wcn/,
according to the following timetable:

Manuscript Due November 1, 2005

Acceptance Notification March 1, 2006

Final Manuscript Due June 1, 2006

Publication Date 3rd Quarter, 2006



GUEST EDITORS:

George K. Karagiannidis, Department of Electrical and
Computer Engineering, Aristotle University of Thessaloniki,
54124 Thessaloniki, Greece; geokarag@auth.gr

Chintha Tellambura, Department of Electrical and
Computer Engineering, University of Alberta, Edmonton,
AB, Canada, T6G 2V4; chintha@ece.ualberta.ca

Sayandev Mukherjee, Lucent Technologies, 600-700
Mountain Avenue, Murray Hill, NJ 07974, USA;
sayan@lucent.com

Abraham O. Fapojuwo, Department of Electrical &
Computer Engineering, The University of Calgary, 2500
University Drive N.W., Calgary, AB, Canada, T2N 1N4;
fapojuwo@ucalgary.ca

Hindawi Publishing Corporation
http://www.hindawi.com



EURASIP JOURNAL ON EMBEDDED SYSTEMS

Special Issue on

Signal Processing with High Complexity:
Prototyping and Industrial Design

Call for Papers
Some modern applications require an extraordinary large
amount of complexity in signal processing algorithms. For
example, the 3rd generation of wireless cellular systems is ex-
pected to require 1000 times more complexity when com-
pared to its 2nd generation predecessors, and future 3GPP
standards will aim for even more number-crunching applica-
tions. Video and multimedia applications do not only drive
the complexity to new peaks in wired and wireless systems
but also in personal and home devices. Also in acoustics,
modern hearing aids or algorithms for de-reverberation of
rooms, blind source separation, and multichannel echo can-
celation are complexity hungry. At the same time, the antic-
ipated products also put on additional constraints like size
and power consumption when mobile and thus battery pow-
ered. Furthermore, due to new developments in electroa-
coustic transducer design, it is possible to design very small
and effective loudspeakers. Unfortunately, the linearity as-
sumption does not hold any more for this kind of loudspeak-
ers, leading to computationally demanding nonlinear cance-
lation and equalization algorithms.

Since standard design techniques would either consume
too much time or do not result in solutions satisfying all
constraints, more efficient development techniques are re-
quired to speed up this crucial phase. In general, such de-
velopments are rather expensive due to the required extraor-
dinary high complexity. Thus, de-risking of a future product
based on rapid prototyping is often an alternative approach.
However, since prototyping would delay the development, it
often makes only sense when it is well embedded in the prod-
uct design process. Rapid prototyping has thus evolved by
applying new design techniques more suitable to support a
quick time to market requirement.

This special issue focuses on new development meth-
ods for applications with high complexity in signal process-
ing and on showing the improved design obtained by such
methods. Examples of such methods are virtual prototyp-
ing, HW/SW partitioning, automatic design flows, float to fix
conversions, automatic testing and verification, and power
aware designs.

Authors should follow the EURASIP JES manuscript
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Prospective authors should submit an electronic copy of their
complete manuscripts through the EURASIP JES’s man-
uscript tracking system at http://www.mstracking.com/es/,
according to the following timetable:
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Call for Papers
Field-Programmable Gate Arrays (FPGAs) are increasingly
used in embedded systems to achieve high performance in a
compact area. FPGAs are particularly well suited to process-
ing data straight from sensors in embedded systems. More
importantly, the reconfigurable aspects of FPGAs give the
circuits the versatility to change their functionality based on
processing requirements for different phases of an applica-
tion, and for deploying new functionality.

Modern FPGAs integrate many different resources on a
single chip. Embedded processors (both hard and soft cores),
multipliers, RAM blocks, and DSP units are all available
along with reconfigurable logic. Applications can use these
heterogeneous resources to integrate several different func-
tions on a single piece of silicon. This makes FPGAs particu-
larly well suited to embedded applications.

This special issue focuses on applications that clearly show
the benefit of using FPGAs in embedded applications, as well
as on design tools that enable such applications. Specific top-
ics of interest include the use of reconfiguration in embedded
applications, hardware/software codesign targeting FPGAs,
power-aware FPGA design, design environments for FPGAs,
system signalling and protocols used by FPGAs in embed-
ded environments, and system-level design targeting modern
FPGA’s heterogeneous resources.

Papers on other applicable topics will also be considered.
All papers should address FPGA-based systems that are ap-
propriate for embedded applications. Papers on subjects out-
side of this scope (i.e., not suitable for embedded applica-
tions) will not be considered.

Authors should follow the EURASIP JES manuscript
format described at http://www.hindawi.com/journals/es/.
Prospective authors should submit an electronic copy of their
complete manuscript through the EURASIP JES manuscript
tracking system at http://www.mstracking.com/es/, accord-
ing to the following timetable:
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Call for Papers
As chips grow in speed and complexity, global control of an
entire chip using a single clock is becoming increasingly chal-
lenging. In the future, multicore and large-scale systems-on-
chip (SoC) designs are therefore likely to be composed of sev-
eral timing domains.

Global Asynchrony and Local Synchrony (GALS) is
emerging as the paradigm of choice for SoC design with
multiple timing domains. In GALS systems, each timing do-
main is locally clocked, and asynchronous communication
schemes are used to glue all of the domains together. Thus,
unlike purely asynchronous design, GALS design is able to
make use of the significant industrial investment in syn-
chronous design tools.

There is an urgent need for the development of sound
models and formal methods for GALS systems. In syn-
chronous designs, formal methods and design automation
have played an enabling role in the continuing quest for chips
with ever greater complexity. Due to the inherent subtleties
of the asynchronous circuit design, formal methods are likely
to be vital to the success of the GALS paradigm.

We invite original articles for a special issue of the journal
to be published in 2006. Articles may cover every aspect re-
lated to formal modeling and formal methods for GALS sys-
tems and/or target any type of embedded applications and/or
architectures combining synchronous and asynchronous no-
tions of timing:

• Formal design and synthesis techniques for GALS sys-
tems

• Design and architectural transformations and equiv-
alences

• Formal verification of GALS systems
• Formal methods for analysis of GALS systems
• Hardware compilation of GALS system
• Latency-insensitive synchronous systems
• Mixed synchronous-asynchronous systems
• Synchronous/asynchronous interaction at different

levels
• Clocking, interconnect, and interface issues in deep-

submicron design

• Modeling of interfaces between multiple timing do-
mains

• System decomposition into GALS systems
• Formal aspects of system-on-chip (SoC) and

network-on-chip (NoC) designs
• Motivating case studies, comparisons, and applica-

tions
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complete manuscript through the EURASIP JES manuscript
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Synchronous languages were introduced in the 1980s for
programming reactive systems. Such systems are character-
ized by their continuous reaction to their environment, at
a speed determined by the latter. Reactive systems include
embedded control software and hardware. Synchronous lan-
guages have recently seen a tremendous interest from lead-
ing companies developing automatic control software and
hardware for critical applications. Industrial success stories
have been achieved by Schneider Electric, Airbus, Dassault
Aviation, Snecma, MBDA, Arm, ST Microelectronics, Texas
Instruments, Freescale, Intel .... The key advantage outlined
by these companies resides in the rigorous mathematical se-
mantics provided by the synchronous approach that allows
system designers to develop critical software and hardware
in a faster and safer way.

Indeed, an important feature of synchronous paradigm is
that the tools and environments supporting development of
synchronous programs are based upon a formal mathemat-
ical model defined by the semantics of the languages. The
compilation involves the construction of these formal mod-
els, and their analysis for static properties, their optimization,
the synthesis of executable sequential implementations, and
the automated distribution of programs. It can also build a
model of the dynamical behaviors, in the form of a transition
system, upon which is based the analysis of dynamical prop-
erties, for example, through model-checking-based verifica-
tion, or discrete controller synthesis. Hence, synchronous
programming is at the crossroads of many approaches in
compilation, formal analysis and verification techniques, and
software or hardware implementations generation.

We invite original papers for a special issue of the jour-
nal to be published in the first quarter of 2007. Papers may
be submitted on all aspects of the synchronous paradigm for
embedded systems, including theory and applications. Some
sample topics are:

• Synchronous languages design and compiling
• Novel application and implementation of syn-

chronous languages
• Applications of synchronous design methods to em-

bedded systems (hardware or software)

• Formal modeling, formal verification, controller syn-
thesis, and abstract interpretation with synchronous-
based tools

• Combining synchrony and asynchrony for embed-
ded system design and, in particular, globally asyn-
chronous and locally synchronous systems

• The role of synchronous models of computations in
heterogeneous modeling

• The use of synchronous modeling techniques in
model-driven design environment

• Design of distributed control systems using the syn-
chronous paradigm

Authors should follow the EURASIP JES manuscript
format described at http://www.hindawi.com/journals/es/.
Prospective authors should submit an electronic copy of their
complete manuscripts through the EURASIP JES’s man-
uscript tracking system at http://www.mstracking.com/es/,
according to the following timetable:

Manuscript Due June 1, 2006
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Final Manuscript Due December 1, 2006
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Embedded Systems for Portable and
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Call for Papers
Video coding systems have been assuming an increasingly
important role in application areas other than the traditional
video broadcast and storage scenarios. Several new applica-
tions have emerged focusing on personal communications
(such as video-conferencing), wireless multimedia, remote
video-surveillance, and emergency systems. As a result, a
number of new video compression standards have emerged
addressing the requirements of these kinds of applications
in terms of image quality and bandwidth. For example, the
ISO/MPEG and ITU standardization bodies have recently
jointly established the new AVC/H.264 video coding stan-
dard.

In such a wide range of applications scenarios, there is the
need to adapt the video processing in general, and in par-
ticular video coding/decoding, to the restrictions imposed
by both the applications themselves and the terminal de-
vices. This problem is even more important for portable
and battery-supplied devices, in which low-power consider-
ations are important limiting constraints. Examples of such
application requirements are currently found in 3G mobile
phones, CMOS cameras and tele-assistance technologies for
elderly/disabled people.

Therefore, the development of new power-efficient en-
coding algorithms and architectures suitable for mobile
and battery-supplied devices is fundamental to enabling
the widespread deployment of multimedia applications on
portable and mobile video platforms. This special issue is fo-
cused on the design and development of embedded systems
for portable and mobile video platforms. Topics of interest
cover all aspects of this type of embedded system, includ-
ing, not only algorithms, architectures, and specific SoC de-
sign methods, but also more technological aspects related to
wireless-channels, power-efficient optimizations and imple-
mentations, such as encoding strategies, data flow optimiza-
tions, special coprocessors, arithmetic units, and electronic
circuits.

Papers suitable for publication in this special issue
must describe high-quality, original, unpublished research.

Prospective authors are invited to submit manuscripts on
topics including but not limited to:

• Power-efficient algorithms and architectures for mo-
tion estimation, discrete transforms (e.g., SA-DCT,
WT), integer transforms, and entropy coding

• Architectural paradigms for portable multimedia sys-
tems

• Low-power techniques and circuits, memory, and
data flow optimizations for video coding

• Adaptive algorithms and generic configurable archi-
tectures for exploiting intrinsic characteristics of im-
age sequences and video devices

• Aspects specifically important for portable and mo-
bile video platforms, such as video transcoding, video
processing in the compressed domain, and error re-
silience (e.g., MDC)

• Ultra-low-power embedded systems for video pro-
cessing and coding

• Heterogeneous architectures, multithreading, MP-
SoC, NoC implementations

• Design space exploration tools, performance evalua-
tion tools, coding efficiency and complexity analysis
tools for video coding in embedded systems
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Prospective authors should submit an electronic copy of their
complete manuscript through the EURASIP JES manuscript
tracking system at http://www.mstracking.com/es/, accord-
ing to the following timetable:
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